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Notes

Introduction

The aim of these notes is to explore basic concepts and examples in geometric group
theory. Theyarebasedonseveral references, themainonesbeing thebooksMetric geom-
etry of locally compact groups [5], fromYves Cornulier and Pierre de la Harpe, and Topics
in Groups and Geometry [3] from Tullio Ceccherini-Silberstein andMichele D’Adderio.

Chapter 1 recall several generalities on topological spaces and topological groups.
We explain that a 𝜎−compact locally compact topological group can be endowed with
a compatible left-invariant proper metric, that makes it a well-object into the category
of pseudo-metric spaces. Therefore,most of our attention is turned to compactly gener-
ated locally compact groups, in particular to finitely generated groups.

Chapter 2 then focuses on basic properties of pseudo-metric spaces and maps be-
tween them, i.e. coarsely Lipschitz maps and coarse embeddings.

In Chapter 3, we exhibit several examples of such maps, through the fundamental
Milnor-Schwarz lemma. We then introduce a first invariant to distinguish groups up to
quasi-isometry: the volumegrowth. We compute the growth for several commonly stud-
ied classes of groups, and we wish to emphasize on the idea that the volume growth of a
group has a deep relation with its algebraic structure.

Lastly, we investigate in Chapter 4 the notion of coarse simple connectedness, an-
other invariant of metric coarse equivalence. This allows us to explore the class of com-
pactly presented groups.
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Notes Generalities on topological groups

1. Generalities on topological groups

1.1 Preliminaries from general topology

The goal of this subsection is to recall some terminologies and results from themore
general context of topological spaces.

Definition 1.1. A topological space 𝑋 is

(i) locally compact if any point 𝑥 ∈ 𝑋 has a compact neighborhood.

(ii) 𝜎−compact if it is a countable union of compact subspaces.

(iii) first-countable if any point 𝑥 ∈ 𝑋 has a countable basis of neighborhoods.

(iv) second-countable if its topology has a countable basis.

(v) separable if it contains a countable dense subset.

If 𝑋 is a topological space and 𝑌 ⊂ 𝑋, 𝑌 is called relatively compact if its closure 𝑌 is
compact.

A wide class of topological spaces is that of metric spaces.

Definition 1.2. A pseudo-metric on a set 𝑋 is a map 𝑑𝑋 : 𝑋 × 𝑋 −→ [0,∞) so that

(i) 𝑑𝑋(𝑥, 𝑥) = 0 for any 𝑥 ∈ 𝑋.

(ii) 𝑑𝑋(𝑥, 𝑦) = 𝑑𝑋(𝑦, 𝑥) for any 𝑥, 𝑦 ∈ 𝑋.

(iii) 𝑑𝑋(𝑥, 𝑦) ≤ 𝑑𝑋(𝑥, 𝑧) + 𝑑𝑋(𝑧, 𝑦) for any 𝑥, 𝑦, 𝑧 ∈ 𝑋.

Above, the second property is called the symmetry of 𝑑𝑋 , while the third one is the
triangle inequality.

A pseudo-metric space is a pair (𝑋, 𝑑𝑋), where 𝑋 is a set and 𝑑𝑋 is a pseudo-metric on
𝑋. When no confusion is possible, we only write 𝑋 for the pair (𝑋, 𝑑𝑋).

For a point 𝑥 ∈ 𝑋 and 𝐴 ⊂ 𝑋, we define the distance from 𝑥 to 𝐴 as

𝑑𝑋(𝑥, 𝐴) ··= inf
𝑎∈𝐴

𝑑𝑋(𝑥, 𝑎)

and the diameter of 𝐴 as
diam(𝐴) ··= sup

𝑎,𝑎′∈𝐴
𝑑𝑋(𝑎, 𝑎′).

We say that 𝐴 is bounded if its diameter is finite, and we say that 𝐴 is co-bounded in 𝑋 if

sup
𝑥∈𝑋

𝑑𝑋(𝑥, 𝐴) < ∞.

Equivalently, 𝐴 is co-bounded in 𝑋 if there exists 𝐶 > 0 so that for any 𝑥 ∈ 𝑋, there is
𝑎 ∈ 𝐴with 𝑑𝑋(𝑥, 𝑎) ≤ 𝐶.
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Notes 1.1 Preliminaries from general topology

For 𝑟 > 0 and 𝑥 ∈ 𝑋, we denote 𝐵𝑑𝑋 (𝑥, 𝑟) the open ball centered at 𝑥 of radius 𝑟 > 0,
given by

𝐵𝑑𝑋 (𝑥, 𝑟) ··= {𝑦 ∈ 𝑋 : 𝑑𝑋(𝑦, 𝑥) < 𝑟}.
Similarly, 𝐵′

𝑑𝑋
(𝑥, 𝑟) ··= {𝑦 ∈ 𝑋 : 𝑑𝑋(𝑦, 𝑥) ≤ 𝑟} stands for the closed ball centered at 𝑥 of

radius 𝑟 > 0.
A metric on a set 𝑋 is a pseudo-metric 𝑑𝑋 on 𝑋 so that 𝑑𝑋(𝑥, 𝑦) = 0 implies 𝑥 = 𝑦.

Ametric space is a pair (𝑋, 𝑑𝑋) where 𝑋 is a set and 𝑑𝑋 is a metric on 𝑋. Such a space is
canonically a topological space, for the topology 𝜏𝑑𝑋 generated by the collection

{𝐵𝑑𝑋 (𝑥, 𝑟) : 𝑥 ∈ 𝑋, 𝑟 > 0}

of all open balls of 𝑋.
Conversely, given a topological space (𝑋, 𝜏), a metric 𝑑𝑋 is said to be compatible if

𝜏 = 𝜏𝑑𝑋 . A topological space 𝑋 ismetrisable if it has a compatiblemetric, and completely
metrisable if it carries a compatible metric for which it is a complete metric space, i.e. it
carries a compatiblemetric with respect to which any Cauchy sequence in 𝑋 converges.

Lastly, a topological space is Polish if it is completely metrisable and separable.

Definition 1.3. Let 𝑋 be a topological space. A pseudo-metric 𝑑𝑋 on 𝑋 is

(i) proper if balls with respect to 𝑑𝑋 are relatively compact.

(ii) locally bounded if any point of 𝑋 has a neighborhood of finite diameter.

(iii) continuous if themap 𝑑𝑋 : 𝑋 × 𝑋 −→ [0,∞) is continuous.

Ametric space (𝑋, 𝑑𝑋) isproper if its subsets of finite diameter are relatively compact.
Note that if 𝑑𝑋 is locally bounded, then any compact subset of 𝑋 has finite diameter.

If 𝑋 is locally compact, the converse holds, i.e. if any compact subset has finite diameter
with respect to a pseudo-metric 𝑑𝑋 , then 𝑑𝑋 is locally bounded.

Proposition 1.4. Let 𝑋 be a locally compact space.
Any proper continuous metric on 𝑋 is compatible.

Proof. Let thus 𝑑𝑋 be a proper continuous metric on 𝑋. The map Id𝑋 : 𝑋 −→ (𝑋, 𝜏𝑑𝑋 ) is
bijective and continuous, since 𝑑𝑋 is continuous. To conclude, it is enough to show that
the image under Id𝑋 of any closed set of 𝑋 is closed in (𝑋, 𝜏𝑑𝑋 ).

Let 𝐹 be such a closed set, 𝑥 ∈ 𝑋, and let (𝑥𝑛)𝑛∈N ⊂ 𝐹 be such that 𝑥𝑛 → 𝑥 in (𝑋, 𝜏𝑑𝑋 ) as
𝑛 → ∞. Wemust prove that 𝑥 ∈ 𝐹. Since 𝑑𝑋 is proper, there exists a compact subset of 𝑋
containing 𝑥𝑛 for all 𝑛 ∈ N. Up to extracting a subsequence, wemay assume that (𝑥𝑛)𝑛∈N
converges in 𝑋 to some point 𝑦 ∈ 𝑋. As 𝐹 is closed, 𝑦 ∈ 𝐹. Now (𝑥𝑛)𝑛∈N also converges to
𝑦 in (𝑋, 𝜏𝑑𝑋 ), whence 𝑦 = 𝑥. Hence 𝑥 ∈ 𝐹, which is closed in (𝑋, 𝜏𝑑𝑋 ). □

The next result, that we will take for granted, characterise second-countable locally
compact spaces.
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Notes 1.2 Basic examples and properties

Theorem 1.5. Let 𝑋 be a locally compact space. The following are equivalent.

(i) 𝑋 is second-countable.

(ii) 𝑋 is metrisable and 𝜎−compact.

(iii) 𝑋 is metrisable and separable.

(iv) 𝑋 is Polish.

(v) 𝑋 has a proper compatible metric.

Proof. See e.g. [1]. □

Here is the last concept we need to recall.

Definition 1.6. A topological space is a Baire space if every countable intersection of
dense subsets of 𝑋 is dense in 𝑋.

We conclude with the celebrated Baire’s theorem.

Theorem 1.7. Any complete metric space is a Baire space, and any locally compact topo-
logical space is a Baire space.

1.2 Basic examples and properties

The next definition is one of themost important for the rest of the text.

Definition 1.8. A topological group is a group 𝐺 endowed with a topology so that the
maps 𝐺 × 𝐺 −→ 𝐺, (𝑔, ℎ) ↦−→ 𝑔ℎ and 𝐺 −→ 𝐺, 𝑔 ↦−→ 𝑔−1 are continuous.

Example 1.9. (i) Any group with the discrete topology is a topological group.
(ii) For any 𝑛 ≥ 1, (R𝑛 ,+) with its usual Euclidean topology is a topological group. Like-
wise, (C𝑛 ,+)with its usual topology is a topological group.
(iii) The multiplicative groups (R>0, ·) and (C∗, ·) are topological groups, when endowed
with their standard topologies.
(iv) If 𝐺 is a topological group and 𝐻 ⩽ 𝐺, then 𝐻 is itself a topological group when
endowed with the subspace topology. For instance, (𝑆1, ·) is a topological group when
endowed with the topology induced by the inclusion 𝑆1 ⊂ C∗.
(v) If 𝐺 and 𝐻 are topological groups, then so is 𝐺 × 𝐻 when equipped with the product
topology.

Beyond these examples, the class of linear groups is an important source of examples
of topological groups. In what follows, for 𝑛 ≥ 1, we endow ℳ𝑛(R) with the topology
coming from the identification

ℳ𝑛(R) � R𝑛
2
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Notes 1.2 Basic examples and properties

where R𝑛2 is equipped with its standard topology, induced by the norm ∥ · ∥R𝑛2 .
Equivalently, this is the topology induced by the operator norm ∥ · ∥op : ℳ𝑛(R) −→

[0,+∞), defined as

∥𝑔∥ ··= sup
𝑥≠0

∥𝑔𝑥∥R𝑛
∥𝑥∥R𝑛

= sup
∥𝑥∥R𝑛≤1

∥𝑔𝑥∥R𝑛 = sup
∥𝑥∥R𝑛=1

∥𝑔𝑥∥R𝑛

where ∥ · ∥R𝑛 denotes the usual EuclideannormonR𝑛, and 𝑔𝑥 denotes themultiplication
of the 𝑛 × 𝑛matrix 𝑔 with the 𝑛 × 1matrix 𝑥.

The fact that these two topologies coincide follows from the equivalenceof thenorms
∥ · ∥R𝑛2 and ∥ · ∥op, and the equivalence of these two norms is a general fact valid for any
finite dimensional vector space [2].

Proposition 1.10. The general linear group

GL𝑛(R) ··= {𝑔 ∈ ℳ𝑛(R) : det(𝑔) ≠ 0}

is a topological group.

In this statement and in the rest of this text, GL𝑛(R) is endowed with the topology
induced by the inclusion GL𝑛(R) ⊂ ℳ𝑛(R).

To prove the previous proposition, we first establish the following fact.

Lemma 1.11. The subspace GL𝑛(R) is open inℳ𝑛(R).

Proof. The lemmawill be a direct consequence of the next claim:
Let𝑀 ∈ ℳ𝑛(R). If ∥𝑀∥ < 1, then 𝐼𝑛 −𝑀 is invertible and ∥(𝐼𝑛 −𝑀)−1∥ ≤ 1

1−∥𝑀∥ .

Indeed, for any 𝑛 ≥ 0, define 𝑆𝑘 ··=
𝑛∑︁
𝑖=0

𝑀 𝑖. Then, for 𝑘 ≥ ℓ ≥ 0, one gets

∥𝑆𝑘 − 𝑆ℓ ∥ =
 𝑘∑︁
𝑖=ℓ+1

𝑀 𝑖

 ≤
𝑘∑︁

𝑖=ℓ+1
∥𝑀∥ 𝑖

and this last quantity tends to 0 as 𝑘, ℓ → ∞ since ∥𝑀∥ < 1. Hence (𝑆𝑘)𝑘∈N is Cauchy
inℳ𝑛(R), which is complete, and thus converges to 𝑇 ∈ ℳ𝑛(R). A direct computation
shows that

𝑇(𝐼𝑛 −𝑀) = (𝐼𝑛 −𝑀)𝑇 = 𝐼𝑛

whence in fact 𝑇 = (𝐼𝑛 −𝑀)−1, and also

∥𝑇∥ = ∥(𝐼𝑛 −𝑀)−1∥ =
 lim
𝑘→∞

𝑘∑︁
𝑖=0

𝑀 𝑖

 ≤ lim
𝑘→∞

𝑘∑︁
𝑖=0

∥𝑀∥ 𝑖 = 1

1 − ∥𝑀∥

and the claim is proved. Now let 𝐴 ∈ GL𝑛(R). If 𝐵 ∈ ℳ𝑛(R) is so that ∥𝐵 − 𝐴∥ < 1
∥𝐴−1∥ ,

then
∥𝐼𝑛 − 𝐴−1𝐵∥ = ∥𝐴−1(𝐴 − 𝐵)∥ ≤ ∥𝐴−1∥∥𝐴 − 𝐵∥ < 1
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Notes 1.2 Basic examples and properties

whence 𝐼𝑛 − (𝐼𝑛 − 𝐴−1𝐵) = 𝐴−1𝐵 is invertible, by the claim. It follows that 𝐵 = 𝐴(𝐴−1𝐵)
is invertible as the product of two invertible matrices, i.e. 𝐵 ∈ GL𝑛(R). Hence GL𝑛(R) is a
neighborhood of any of its elements, whichmeans it is open inℳ𝑛(R). □

Proof of Proposition 1.10. If 𝜀 > 0 and 𝐴, 𝐵 ∈ GL𝑛(R) are so that ∥𝐵 − 𝐴∥ ≤ 𝜀, then
∥𝐴−1(𝐴 − 𝐵)∥ ≤ ∥𝐴−1∥𝜀, and as 𝐵−1 = (𝐼𝑛 − 𝐴−1(𝐴 − 𝐵))−1𝐴−1, we get

∥𝐵−1∥ ≤ ∥(𝐼𝑛 − 𝐴−1(𝐴 − 𝐵))−1∥∥𝐴−1∥

≤ ∥𝐴−1∥
1 − ∥𝐴−1(𝐴 − 𝐵)∥

≤ ∥𝐴−1∥
1 − ∥𝐴−1∥𝜀 .

It follows that

∥𝐵−1 − 𝐴−1∥ = ∥𝐵−1(𝐴 − 𝐵)𝐴−1∥
≤ ∥𝐵−1∥∥(𝐴 − 𝐵)𝐴−1∥

≤ ∥𝐴−1∥2𝜀
1 − ∥𝐴−1∥𝜀

whence 𝐵 ↦−→ 𝐵−1 is continuous at𝐴 ∈ GL𝑛(R). HenceGL𝑛(R) is a topological group. □

Likewise, GL𝑛(C) is a topological group.
The next proposition give examples of compact subsets of GL𝑛(R).

Proposition 1.12. For any 𝐶 > 0, the subset

𝑄𝐶 ··= {𝑔 ∈ GL𝑛(R) : ∥𝑔∥ ≤ 𝐶, ∥𝑔−1∥ ≤ 𝐶}

is compact.

Proof. Since the topology onGL𝑛(R) is induced by a norm, compactness is equivalent to
sequential compactness, and it is enough to prove that any sequence in 𝑄𝐶 has a con-
vergent subsequence.

Let thus (𝑔𝑗)𝑗∈N ⊂ 𝑄𝐶 be such a sequence. Then (𝑔𝑗)𝑗∈N lies in the closed ball of radius
𝐶 > 0 and centered at 0 (the zero matrix) in ℳ𝑛(R) � R𝑛

2 , and such closed balls are
compact, so (𝑔𝑗)𝑗∈N has a convergent subsequence (𝑔𝑗𝑘 )𝑘∈N. Calling 𝑔 ∈ ℳ𝑛(R) the limit
of (𝑔𝑗𝑘 )𝑘∈N, it follows that ∥𝑔∥ ≤ 𝐶. Now ∥𝑔−1

𝑗𝑘
∥ ≤ 𝐶 for any 𝑘 ∈ N, sowecanargueas above

to find a subsequence (𝑔−1
𝑗𝑘𝑙
)𝑙∈N of (𝑔−1𝑗𝑘 )𝑘∈N converging to some ℎ ∈ ℳ𝑛(R). As ∥𝑔−1𝑗𝑘𝑙 ∥ ≤ 𝐶

for every 𝑙 ∈ N, we also deduce ∥ℎ∥ ≤ 𝐶. Lastly, from the fact that

𝑔𝑗𝑘𝑙 𝑔
−1
𝑗𝑘𝑙

= 𝐼𝑛

for any 𝑙 ∈ N, we get 𝑔ℎ = 𝐼𝑛, so 𝑔 ∈ GL𝑛(R) and ℎ = 𝑔−1. Thus (𝑔𝑗)𝑗∈N has a subsequence
converging to 𝑔 ∈ 𝑄𝐶 , which concludes the proof. □
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In particular, it follows from this result that GL𝑛(R) =
⋃
𝑛∈N

𝑄𝑛 is 𝜎−compact.

Definition 1.13. A morphism of topological groups is a continuous group homomor-
phism 𝑓 : 𝐺 −→ 𝐻, and an isomorphism of topological groups is a bijective morphism
𝑓 : 𝐺 −→ 𝐻 of topological groups whose inverse 𝑓 −1 : 𝐻 −→ 𝐺 is also a morphism of
topological groups, i.e. is also continuous.

When there is an isomorphismbetween two topological groups𝐺 and𝐻, we say they
are isomorphic, and we denote 𝐺 � 𝐻.

Subgroups of GL𝑛(R) also provide interesting examples of topological groups.

Example 1.14. (i) The special linear group

SL𝑛(R) ··= {𝑔 ∈ GL𝑛(R) : det(𝑔) = 1}

is a topological group for thesubspace topology inducedby the inclusionSL𝑛(R) ⊂ GL𝑛(R).
It is a closed and normal in GL𝑛(R), since SL𝑛(R) = det−1({1}) and since det : GL𝑛(R) −→
R∗ is continuous.
(ii) The orthogonal group

O𝑛(R) ··= {𝑔 ∈ GL𝑛(R) : 𝑔𝑇 𝑔 = 𝑔𝑔𝑇 = 𝐼𝑛}

is a topological group. It is compact as a consequence of Proposition 1.12, since for 𝑔 ∈
O𝑛(R), ∥𝑔∥ = ∥𝑔−1∥ = 1.
(iii) The special orthogonal group

SO𝑛(R) ··= O𝑛(R) ∩ SL𝑛(R)

is a topological group, compact as it is closed in O𝑛(R)which is compact. For 𝑛 = 2, the
group SO2(R) is isomorphic to the unit circle, through the isomorphism

SO2(R) −→ 𝑆1(
cos(𝜃) sin(𝜃)
− sin(𝜃) cos(𝜃)

)
↦−→ cos(𝜃) + 𝑖 sin(𝜃).

(iv) Let us mention the upper triangular group

T𝑛(R) ··= {𝑔 ∈ GL𝑛(R) : 𝑔𝑖 𝑗 = 0 if 𝑖 > 𝑗}

and the strict upper triangular group

T0(R) ··= {𝑔 ∈ GL𝑛(R) : 𝑔𝑖 𝑗 = 0 if 𝑖 > 𝑗 , 𝑔𝑖𝑖 = 1}.

It is easily checked that T0(R) is normal in T𝑛(R).
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Remark 1.15. Let 𝐺 be a topological group, and 𝑔 ∈ 𝐺. The maps 𝐺 −→ 𝐺, 𝑥 ↦−→ 𝑔 and
𝐺 −→ 𝐺, 𝑥 ↦−→ 𝑥 are continuous, so the map 𝐺 −→ 𝐺 × 𝐺, 𝑥 ↦−→ (𝑔, 𝑥) is continuous.
Composing with the multiplication, it follows that the map ℓ𝑔 : 𝐺 −→ 𝐺, ℓ𝑔(𝑥) = 𝑔𝑥,
called the left translation by 𝑔, is continuous. It is also a bijection, whose inverse ℓ𝑔−1
is also continuous. Thus ℓ𝑔 is a homeomorphism. Likewise, the right translation by 𝑔
𝑟𝑔 : 𝐺 −→ 𝐺, 𝑟𝑔(𝑥) = 𝑥𝑔, is a homeomorphism. Thus 𝐺 is a homogeneous space, i.e.
given any 𝑎, 𝑏 ∈ 𝐺, there is a homeomorphism 𝐺 −→ 𝐺 sending 𝑎 to 𝑏. This means that
topologically, 𝐺 "looks the same" at all points.

Let 𝐺 be a topological group, 𝐴, 𝐵 ⊂ 𝐺, and 𝑔 ∈ 𝐺. Then we denote 𝐴𝑔 ··= {𝑎𝑔 : 𝑎 ∈
𝐴}, 𝑔𝐴 ··= {𝑔𝑎 : 𝑎 ∈ 𝐴}, 𝐴−1 ··= {𝑎−1 : 𝑎 ∈ 𝐴} and

𝐴𝐵 ··= {𝑎𝑏 : 𝑎 ∈ 𝐴, 𝑏 ∈ 𝐵} =
⋃
𝑎∈𝐴

𝑎𝐵 =
⋃
𝑏∈𝐵

𝐴𝑏.

A subset 𝐴 ⊂ 𝐺 is called symmetric if 𝐴−1 = 𝐴.
The following observations are straightforward from the definitions.

Lemma 1.16. Let 𝐺 be a topological group, 𝐴, 𝐵 ⊂ 𝐺, 𝑔 ∈ 𝐺.

(i) If 𝐴 is open (resp. closed), then 𝑔𝐴, 𝐴𝑔 are open (resp. closed).

(ii) If 𝐴 is open, then 𝐴𝐵, 𝐵𝐴 are open.

(iii) If 𝐴 is closed and 𝐵 is finite, then 𝐴𝐵, 𝐵𝐴 are closed.

Proof. (i) Suppose 𝐴 is open. Then 𝑔𝐴 = ℓ𝑔(𝐴), 𝐴𝑔 = 𝑟𝑔(𝐴) are open since ℓ𝑔, 𝑟𝑔 are
homeomorphisms (so in particular, these twomaps are open).
(ii) If𝐴 is open, then𝐴𝑏 is open for any 𝑏 ∈ 𝐵 by (i), so𝐴𝐵 is open as a union of open sets.
Likewise, 𝑏𝐴 is open for any 𝑏 ∈ 𝐵, whence 𝐵𝐴 is open as well.
(iii) If now 𝐴 is closed, then 𝐴𝑏, 𝑏𝐴 are closed for any 𝑏 ∈ 𝐵, and thus 𝐴𝐵, 𝐵𝐴 are closed
as finite unions of closed sets. □

If 𝐺 is a topological group, and 𝐻 ⩽ 𝐺, 𝐺/𝐻 is a topological space, with 𝑈 ⊂ 𝐺/𝐻
open if and only if 𝑞−1(𝑈) ⊂ 𝐺 open, where 𝑞 : 𝐺 −→ 𝐺/𝐻 is the natural surjection. This
map is always open, because if 𝑆 ⊂ 𝐺 is open, then 𝑞−1(𝑞(𝑆)) = 𝑆𝐻 is the union of all left
𝐻−cosets meeting 𝑆. Lemma 1.16 ensures that 𝑆𝐻 is open since 𝑆 open, so 𝑞(𝑆) is open
in 𝐺/𝐻, as claimed. If in addition𝐻 ◁𝐺, then 𝐺/𝐻 is a topological group, with the usual
universal property: if 𝑓 : 𝐺 −→ 𝐿 is a morphism of topological groups with 𝐻 ⩽ Ker( 𝑓 ),
there exists a uniquemorphism 𝑓 ∗ : 𝐺/𝐻 −→ 𝐿 of topological groups so that 𝑓 ∗◦𝑞 = 𝑓 . In
particular, amorphismof topological groups 𝑓 : 𝐺 −→ 𝐿always inducesan isomorphism
of topological groups

𝐺/Ker( 𝑓 ) � Im( 𝑓 ).

Example 1.17. (i) Themap 𝑓 : R −→ 𝑆1, 𝑡 ↦−→ 𝑒2𝜋𝑖𝑡 is a surjectivemorphism of topologi-
cal groups, with Ker( 𝑓 ) = Z. Hence R/Z � 𝑆1 as topological groups.
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(ii) Themorphism 𝑓 : C∗ −→ R>0, 𝑧 ↦−→ |𝑧 | induces an isomorphism C∗/𝑆1 � R>0.
(iii) The map det : GL𝑛(R) −→ R+ is a surjective morphism of topological groups with
kernel SL𝑛(R). Thus GL𝑛(R)/SL𝑛(R) � R∗.
Proposition 1.18. Let 𝐺 be a topological, and let ℱ be a basis of open neighborhoods of
𝑒 ∈ 𝐺. The following properties hold.

(i) If𝑈,𝑉 ∈ ℱ , then there exists𝑊 ∈ ℱ with𝑊 ⊂ 𝑈 ∩𝑉 .

(ii) If 𝑎 ∈ 𝑈 ∈ ℱ , then there exists𝑉 ∈ ℱ with𝑉𝑎 ⊂ 𝑈 .

(iii) If𝑈 ∈ ℱ , then there exists𝑉 ∈ ℱ with𝑉−1𝑉 ⊂ 𝑈 .

(iv) If𝑈 ∈ ℱ and 𝑥 ∈ 𝐺, then there exists𝑉 ∈ ℱ with 𝑥−1𝑉𝑥 ⊂ 𝑈 .

Proof. (i) Let𝑈,𝑉 ∈ ℱ . Then𝑈 ∩𝑉 is an open neighborhood of 𝑒, so there is𝑊 ∈ ℱ so
that𝑊 ⊂ 𝑈 ∩𝑉 .
(ii) If𝑈 ∈ ℱ and 𝑎 ∈ 𝑈 , then𝑈𝑎−1 is an open neighborhood of 𝑒 ∈ 𝐺, so there is𝑉 ∈ ℱ
with𝑉 ⊂ 𝑈𝑎−1, equivalently𝑉𝑎 ⊂ 𝑈 .
(iii) Let𝑈 ∈ ℱ , and consider themap 𝑓 : 𝐺×𝐺 −→ 𝐺, (𝑎, 𝑏) ↦−→ 𝑎−1𝑏. As𝐺 is a topological
group, 𝑓 is continuous, and as (𝑒 , 𝑒) ∈ 𝑓 −1(𝑈), there exist two open subsets𝐴, 𝐵 ⊂ 𝐺 both
containing 𝑒 and so that 𝐴 × 𝐵 ⊂ 𝑓 −1(𝑈). Hence 𝐴 ∩ 𝐵 is an open neighborhood of 𝑒, so
there is𝑉 ∈ ℱ with𝑉 ⊂ 𝐴 ∩ 𝐵 ⊂ 𝑓 −1(𝑈), whence𝑉−1𝑉 ⊂ 𝑈 .
(iv) Let now𝑈 ∈ ℱ and 𝑥 ∈ 𝐺. Consider the map 𝑓 : 𝐺 −→ 𝐺, 𝑔 ↦−→ 𝑥−1𝑔𝑥. As above,
𝑓 is continuous, so 𝑓 −1(𝑈) is open, and contains 𝑒 ∈ 𝐺. Hence there is 𝑉 ∈ ℱ with
𝑉 ⊂ 𝑓 −1(𝑈), i.e. 𝑥−1𝑉𝑥 ⊂ 𝑈 . □

Definition 1.19. Let 𝑋 be a topological space.
(i) The space 𝑋 is a 𝑇1−space if for any 𝑥, 𝑦 ∈ 𝑋, 𝑥 ≠ 𝑦, there is a neighborhood of 𝑥 not
containing 𝑦.
(ii) The space 𝑋 is a 𝑇2−space (or Hausdorff) if for any 𝑥, 𝑦 ∈ 𝑋, 𝑥 ≠ 𝑦, there exist neigh-
borhoods of 𝑥 and 𝑦 that are disjoint.
Remark 1.20. (i) Clearly, if 𝑋 is Hausdorff, then 𝑋 is 𝑇1.
(ii) A space 𝑋 is 𝑇1 if and only if {𝑥} is closed for all 𝑥 ∈ 𝑋.

The next result is standard in general topology. We include the proof for complete-
ness.
Proposition 1.21. Let 𝑋 be a topological space. The following are equivalent.

(i) The space 𝑋 is Hausdorff.

(ii) The diagonal Δ𝑋 ··= {(𝑥, 𝑥) ∈ 𝑋 × 𝑋 : 𝑥 ∈ 𝑋} is closed in 𝑋 × 𝑋.

(iii) For any topological space𝑌 and any continuous functions 𝑓 , 𝑔 : 𝑌 −→ 𝑋, the set

𝑍 ··= {𝑦 ∈ 𝑌 : 𝑓 (𝑦) = 𝑔(𝑦)}
is closed in𝑌.
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Proof. (i) =⇒ (iii) : Let 𝑌 be a topological space and 𝑓 , 𝑔 : 𝑌 −→ 𝑋 be continuous maps.
Let 𝑦 ∈ 𝑌 \ 𝑍. Thus 𝑓 (𝑦) ≠ 𝑔(𝑦), and since 𝑋 is Hausdorff, we find𝑈,𝑉 ⊂ 𝑋 open so that
𝑓 (𝑦) ∈ 𝑈 , 𝑔(𝑦) ∈ 𝑉 and𝑈 ∩ 𝑉 = ∅. It follows that 𝑓 −1(𝑈), 𝑔−1(𝑉) are open in 𝑌 since 𝑓
and 𝑔 are continuous, and they both contain 𝑦, so 𝑓 −1(𝑈) ∩ 𝑔−1(𝑉) is also open in 𝑋 and
also contains 𝑦. It remains to notice that 𝑓 −1(𝑈) ∩ 𝑔−1(𝑉) ⊂ 𝑌 \ 𝑍 to conclude that𝑌 \ 𝑍
is a neighborhood of any of its elements, i.e. is open in𝑌, and thus 𝑍 is closed.
(iii)=⇒ (ii) : It is enough to apply (iii) with𝑌 = 𝑋 ×𝑋 and 𝑓 , 𝑔 the projections on the first
and second factor respectively (which are both continuous) to conclude that the diago-
nal is closed in 𝑋 × 𝑋.
(ii) =⇒ (i) : Let 𝑥, 𝑦 ∈ 𝑋, 𝑥 ≠ 𝑦. Then (𝑥, 𝑦) ∈ (𝑋 × 𝑋) \Δ𝑋 , which is open by assumption,
sowe canfind twoopen subsets𝑈,𝑉 ⊂ 𝑋 with (𝑥, 𝑦) ∈ 𝑈×𝑉 ⊂ (𝑋×𝑋)\Δ𝑋 . Thus 𝑥 ∈ 𝑈 ,
𝑦 ∈ 𝑉 , and the intersection𝑈 ∩𝑉 is empty since a point 𝑧 ∈ 𝑈 ∩𝑉 would provide a point
(𝑧, 𝑧) of the product𝑈 × 𝑉 and of the diagonal Δ𝑋 , contradicting the fact that these two
sets are disjoint. Hence 𝑋 is Hausdorff. □

This proposition allows us to deduce the next one for topological groups.

Proposition 1.22. Let 𝐺 be a topological group, and let ℱ be a basis of neighborhoods of
𝑒 ∈ 𝐺. The following are equivalent.

(i) The group 𝐺 is Hausdorff.

(ii) The diagonal Δ𝐺 = {(𝑔, ℎ) ∈ 𝐺 × 𝐺 : 𝑔 = ℎ} is closed in 𝐺 × 𝐺.

(iii) For any topological group𝐻 and anymorphisms 𝑓 , 𝑔 : 𝐻 −→ 𝐺, the subset

𝑍 𝑓 ,𝑔 = {ℎ ∈ 𝐻 : 𝑓 (ℎ) = 𝑔(ℎ)}

is a closed subgroup of𝐻.

(iv) For any topological group 𝐻 and any morphism 𝑓 : 𝐻 −→ 𝐺, Ker( 𝑓 ) is a closed sub-
group of𝐻.

(v) The subgroup {𝑒} is closed in 𝐺.

(vi) The group 𝐺 is 𝑇1.

(vii)
⋂
𝐹∈ℱ

𝐹 = {𝑒}.

(viii) The intersection of all neighborhoods of 𝑒 is {𝑒}.

Proof. The implications (i) =⇒ (ii) =⇒ (iii) follows from Proposition 1.21, and addition-
ally in (iii) the subset 𝑍 𝑓 ,𝑔 is easily checked to be a subgroup.
(iii) =⇒ (iv) : Fix a morphism 𝑓 : 𝐻 −→ 𝐺 and define 𝑔 : 𝐻 −→ 𝐺, ℎ ↦−→ 𝑒. The map 𝑔 is
a morphism of topological groups, and in this case the set 𝑍 𝑓 ,𝑔 is nothing but the kernel
of 𝑓 , so from (iii) we deduce that Ker( 𝑓 ) is closed in𝐻.
(iv)=⇒ (v) : Apply (iv) with𝐻 = 𝐺 and 𝑓 = Id𝐺 to deduce that Ker( 𝑓 ) = {𝑒} is closed in𝐺.
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(v) =⇒ (vi) : To prove 𝐺 is 𝑇1, it is enough to prove that {𝑔} is closed for any 𝑔 ∈ 𝐺, by
Remark 1.20. For any 𝑔 ∈ 𝐺, {𝑔} = 𝑔{𝑒} = ℓ𝑔({𝑒}) and the closedness of {𝑒} implies that
{𝑔} is also closed, since ℓ𝑔 is a homeomorphism.

(vi) =⇒ (vii) : The inclusion of {𝑒} in
⋂
𝐹∈ℱ

𝐹 is obvious. Conversely, if 𝑔 ∈ 𝐺, 𝑔 ≠ 𝑒, then

𝐺 \ {𝑔} is open by (vi) and contains 𝑒. Hence there exists 𝐹 ∈ ℱ so that 𝑒 ∈ 𝐹 ⊂ 𝐺 \ {𝑔},
whence 𝑔 ∉

⋂
𝐹∈ℱ

𝐹. This proves the desired equality.

(vii) =⇒ (viii) is obvious.
(viii) =⇒ (i) : Let 𝑔, ℎ ∈ 𝐺, 𝑔 ≠ ℎ. Then 𝑔ℎ−1 ≠ 𝑒, so by (viii) there exists a neighborhood
𝑈 of 𝑒 so that 𝑔ℎ−1 ∈ 𝐺 \𝑈 , and without restriction we may assume that𝑈 ∈ ℱ . Thus,
Proposition 1.18(iii) ensures that there exists 𝑉 ∈ ℱ so that 𝑉−1𝑉 ⊂ 𝑈 . In particular,
𝑉𝑔ℎ−1 is a neighborhood of 𝑔ℎ−1, and as𝑉−1𝑉 ⊂ 𝑈 , it follows that

𝑉𝑔ℎ−1 ∩𝑉 = ∅.

Equivalently, 𝑉𝑔 ∩ 𝑉ℎ = ∅, whence 𝑉𝑔 and 𝑉ℎ are disjoint neighborhoods of 𝑔 and ℎ
respectively. It follows that 𝐺 is Hausdorff. □

These equivalent characterisations of theHausdorff property allow us to provemuch
more easily stability properties among the class of topological groups.

Proposition 1.23. Let 𝐺 be a topological group, and𝐻 ⩽ 𝐺.

(i) If 𝐺 is Hausdorff, then𝐻 is Hausdorff.

(ii) The quotient 𝐺/𝐻 is Hausdorff if and only if𝐻 is closed in 𝐺.

(iii) If𝐻, 𝐺/𝐻 are Hausdorff, then 𝐺 is Hausdorff.

Proof. (i) is already true in themore general context of topological spaces.
(ii) Suppose first that 𝐺/𝐻 is Hausdorff, and denote 𝑞 : 𝐺 −→ 𝐺/𝐻 the canonical pro-
jection. In particular, 𝐺/𝐻 is 𝑇1, so the singleton {𝑞(𝑒)} is closed in 𝐺/𝐻. Thus 𝐻 =

𝑞−1({𝑞(𝑒)}) is closed in 𝐺 as 𝑞 is continuous.
Conversely, suppose 𝐻 is closed in 𝐺, and let 𝑎𝐻, 𝑏𝐻 be two disctinct elements of

𝐺/𝐻. As 𝑞 is open and continuous, it is enough to find 𝑊 a neighborhood of 𝑒 in 𝐺
so that 𝑊𝑎𝐻 ∩ 𝑊𝑏𝐻 = ∅. Since 𝑎−1𝑏𝐻 is closed (as the left translation by 𝑎−1𝑏 is a
homeomorphism) and does not contain 𝑒, so we find a neighborhood𝑈 of 𝑒 in 𝐺 so that
𝑈 ∩ 𝑎−1𝑏𝐻 = ∅. Now, Proposition 1.18(iii), (iv) showswe can find neighborhoods𝑉,𝑊 of
𝑒 so that𝑉−1𝑉 ⊂ 𝑈 , 𝑎−1𝑊𝑎 ⊂ 𝑉 . Now𝑊𝑎𝐻 ∩𝑊𝑏𝐻 = ∅.
(iii) As 𝐻 is Hausdorff, {𝑒} is closed in 𝐻 by Proposition 1.22. As 𝐺/𝐻 is Hausdorff, 𝐻 is
closed in 𝐺 by (ii). Thus {𝑒} is closed in 𝐺, whence 𝐺 is Hausdorff, again by Proposition
1.22. □

Conversely, open subgroups of topological groups provide quotient spaces far from
being Hausdorff.
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Proposition 1.24. Let 𝐺 be a topological group, and𝐻 ⩽ 𝐺.

(i) If 𝐻 is open, then 𝐻 is closed. Conversely, if 𝐻 is closed and has finite index, then 𝐻
is open.

(ii) If𝐻 contains a neighborhood of 𝑒, then𝐻 is open.

(iii) The quotient 𝐺/𝐻 is discrete if and only if𝐻 is open in 𝐺.

Proof. (i) If𝐻 is open, then so are all left𝐻−cosets in 𝐺, whence

𝐺 \ 𝐻 =
⋃
𝑔∉𝐻

𝑔𝐻

is open in 𝐺. Thus𝐻 is closed in 𝐺.
Conversely, if𝐻 is closed and has finite index, then𝐺 \𝐻 is the union of finitelymany

left𝐻−cosets, thus 𝐺 \ 𝐻 is also closed in 𝐺. Therefore,𝐻 is open in 𝐺.
(ii) If 𝐻 contains a neighborhood of 𝑒, then 𝐻 contains 𝑈 an open neighborhood of 𝑒,
and thus𝐻 = 𝐻𝑈 is open by Lemma 1.16(ii).
(iii) If 𝐺/𝐻 is discrete, then {𝑞(𝑒)} is open, so 𝐻 = 𝑞−1({𝑞(𝑒)}) is open in 𝐺 as the natural
surjection 𝑞 : 𝐺 −→ 𝐺/𝐻 is continuous.

Conversely, any singleton in 𝐺/𝐻 is the image under 𝑞 of a left 𝐻−coset. Such a left
coset is open in 𝐺, thus any singleton in 𝐺/𝐻 is open as 𝑞 is an openmap. □

For the next statement, recall that a topological space 𝑋 is connected if it is non-
empty and cannot bedecomposed as the disjoint unionof twonon-empty open subsets.
Equivalently, 𝑋 is connected if the only subsets of 𝑋 that are both open and closed are ∅
and 𝑋 itself.

Example1.25. (i) Adiscrete group is connected if andonly if it is reduced tooneelement.
(ii) For any 𝑛 ≥ 1, (R𝑛 ,+), (C𝑛 ,+) are connected.
(iii) Themultiplicative groups (R>0, ·), (C∗, ·), (𝑆1, ·) are connected.
(iv) For any 𝑛 ≥ 1, the general linear group GL𝑛(R) is not connected, since the deter-
minant is continuous and that R∗ is not connected. The same reason and the fact that
{−1, 1} is not connected shows that O𝑛(R) is not connected either.

Corollary 1.26. (i) A connected topological group has no proper open subgroups.
(ii) A connected topological group is generated by any neighborhood of the identity.

Proof. (i) If 𝐺 is connected, and 𝐻 is a proper open subgroup, then 𝐻 is also closed (by
Proposition 1.24(i)), a contradiction with the connectedness of 𝐺.
(ii) If𝑈 is such a neighborhood, let𝐻 ··= ⟨𝑈⟩. Frompoint (ii) of the previous proposition,
𝐻 is open, hence closed, and thus𝐻 = 𝐺 by connectedness of 𝐺. □

Wefinish this subsectionwith the following stability property for connected topolog-
ical groups.
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Proposition 1.27. Let 𝐺 be a topological group and let𝐻 ⩽ 𝐺.

(i) If 𝐺 is connected, then 𝐺/𝐻 is connected.

(ii) If𝐻, 𝐺/𝐻 are connected, then 𝐺 is connected.

Proof. (i) is already true for topological spaces.
(ii) For a contradiction, assume that 𝐺 = 𝐴 ⊔ 𝐵 where 𝐴, 𝐵 are non-empty open subsets
of 𝐺. Since𝐻 is connected, so are all its left cosets. Hence each coset must be contained
either in𝐴 or in 𝐵, so𝐴 and 𝐵 are union of left𝐻−cosets. If 𝑞 : 𝐺 −→ 𝐺/𝐻 is the quotient
map, then

𝐺/𝐻 = 𝑞(𝐴) ⊔ 𝑞(𝐵)
and 𝐴, 𝐵 are both open and closed in 𝐺, so 𝑞(𝐴) and 𝑞(𝐵) are both open and closed in
𝐺/𝐻. It follows that 𝐺/𝐻 is disconnected, a contradiction. Hence 𝐺 is connected. □

For 𝑛 ≥ 1, let 𝑆𝑛−1 = {𝑥 ∈ R𝑛 : ∥𝑥∥R𝑛 = 1} be the unit sphere in R𝑛. The general linear
group GL𝑛(R) acts naturally on R𝑛, and thus so does SO𝑛(R). This action preserves 𝑆𝑛−1
(as any orthogonal matrix acts by isometries on R𝑛), so restricts to an action SO𝑛(R) ↷
𝑆𝑛−1.

Proposition 1.28. For any 𝑛 ≥ 2, SO𝑛(R)↷ 𝑆𝑛−1 is transitive.

Proof. We prove the statement by induction on 𝑛 ≥ 2. If 𝑛 = 2, SO2(R) is the group of
rotations of the plane, that acts transitively on the unit circle 𝑆1.

Now suppose the statement holds up to 𝑛 − 1. To prove that SO𝑛(R)↷ 𝑆𝑛−1 is transi-
tive, it is enough to prove that for any 𝑥 ∈ 𝑆𝑛−1, there exists 𝑘 ∈ SO𝑛(R) so that 𝑥 = 𝑘𝑒𝑛,
where 𝑒𝑛 = (0, . . . , 0, 1). Fix such a point 𝑥 ∈ 𝑆𝑛−1. Then we can write

𝑥 = cos(𝜃)𝑒𝑛 + sin(𝜃)𝑥′

with 𝑥′ is in the subspace spanned by 𝑒1, . . . , 𝑒𝑛−1, the 𝑛 − 1 first vectors of the canonical
basis, and has ∥𝑥′∥R𝑛−1 = 1. In other words, 𝑥 ∈ 𝑆𝑛−2. By the induction hypothesis, there
exists 𝑘′ ∈ SO𝑛−1(R)with 𝑥′ = 𝑘′𝑒𝑛−1. Set then

𝑢 ··=
(
𝑘′ 0
0 1

)
, ℎ𝜃 ··= ©«

𝐼𝑛−2 0 0
0 cos(𝜃) sin(𝜃)
0 − sin(𝜃) cos(𝜃)

ª®¬ .
Then it follows that

𝑢ℎ𝜃𝑒𝑛 = sin(𝜃)𝑘′𝑒𝑛−1 + cos(𝜃)𝑒𝑛 = cos(𝜃)𝑒𝑛 + sin(𝜃)𝑥′ = 𝑥

and we choose 𝑘 ··= 𝑢ℎ𝜃. This concludes the inductive step and the proof. □

If we denote 𝐾 ··= Stab(𝑒𝑛) = {𝑘 ∈ SO𝑛(R) : 𝑘𝑒𝑛 = 𝑒𝑛} the stabilizer of 𝑒𝑛 ∈ 𝑆𝑛−1, we
have that

𝐾 =

{ (
𝑘′ 0
0 1

)
: 𝑘′ ∈ SO𝑛−1(R)

}
� SO𝑛−1(R)

and we deduce the following corollary.
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Corollary 1.29. (i) Any 𝑘 ∈ SO𝑛(R) can be written 𝑘 = 𝑘1ℎ𝜃𝑘2 with 𝑘1, 𝑘2 ∈ 𝐾 � SO𝑛−1(R)
and 𝜃 ∈ R.
(ii) For any 𝑛 ≥ 2, SO𝑛(R) is connected.

Proof. (i) Let 𝑘 ∈ SO𝑛(R), and let 𝑥 = 𝑘𝑒𝑛. According to the proof of the previous proposi-
tion,wemaywrite 𝑥 = 𝑘′ℎ𝜃, with 𝑘′ ∈ 𝐾. Thus ℎ−1𝜃 𝑘−11 𝑘𝑒𝑛 = 𝑒𝑛, whence 𝑘2 ··= ℎ−1𝜃 𝑘−11 𝑘 ∈ 𝐾,
and 𝑘 = 𝑘1ℎ𝜃𝑘2.
(ii) We prove the statement by induction on 𝑛 ≥ 2. For 𝑛 = 2, SO2(R) is isomorphic to the
unit circle, hence is connected.

Now assume that SO𝑛−1(R) is connected for some 𝑛 ≥ 2. From (i), there is a continu-
ous surjection

SO𝑛−1(R) × R × SO𝑛−1(R) −→ SO𝑛(R), (𝑘1, 𝜃, 𝑘2) ↦−→ 𝑘1ℎ𝜃𝑘2.

Since SO𝑛−1(R) ×R× SO𝑛−1(R) is connected, it follows that SO𝑛(R) is connected, and the
proof is complete. □

In fact, the same proof shows that SO𝑛(R) is path-connected for any 𝑛 ≥ 2, in partic-
ular connected.

Recall that any 𝑔 ∈ GL𝑛(R) has a unique polar decomposition, i.e. a decomposition
𝑔 = 𝑘𝑝 with 𝑘 ∈ O𝑛(R), 𝑝 ∈ 𝒫(R𝑛), where 𝒫(R𝑛) denote the subset of positive definite
symmetric 𝑛×𝑛matrices. It is an open convex cone in the vectorspace of real symmetric
𝑛 × 𝑛matrices. Moreover, themap

O𝑛(R) × 𝒫(R𝑛) −→ GL𝑛(R), (𝑘, 𝑝) ↦−→ 𝑘𝑝

is a homeomorphism. More details on this result can be found in [8, theorem 1.4.1] for
the finite-dimensional case over the field of real numbers, and in [7, theorem 1.46] for
the general case over the field of complex numbers.

Denoting GL+𝑛 (R) ··= {𝑔 ∈ GL𝑛(R) : det(𝑔) > 0}, it follows that any 𝑔 ∈ GL+𝑛 (R) can be
uniquely written as 𝑔 = 𝑘𝑝 where 𝑘 ∈ SO𝑛(R) and 𝑝 ∈ 𝒫(R𝑛), and that themap

SO𝑛(R) × 𝒫(R𝑛) −→ GL+𝑛 (R), (𝑘, 𝑝) ↦−→ 𝑘𝑝

is a homeomorphism. As SO𝑛(R) and 𝒫(R𝑛) are both connected, we deduce the next
result.

Corollary 1.30. For any 𝑛 ≥ 1, the topological groups GL+𝑛 (R) and SL𝑛(R) are connected.

1.3 Metrisation theorems for topological groups

This section isdevoted toestablish severalmetrisation theorems for topological groups.
Fromnow on, any topological space is assumed to beHausdorff, unlessmentioned oth-
erwise.

The starting point is the following lemma.
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Lemma 1.31. Let𝐺 be a topological group. Assume there exists a sequence (𝐾𝑛)𝑛∈Z of sub-
sets of 𝐺 so that

(i) 𝐺 =
⋃
𝑛∈Z

𝐾𝑛.

(ii) For any 𝑛 ∈ Z, 𝐾𝑛 is symmetric and 𝑒 ∈ 𝐾𝑛.

(iii) 𝐾𝑛𝐾𝑛𝐾𝑛 ⊂ 𝐾𝑛+1 for any 𝑛 ∈ Z.

(iv) There exists𝑚 ∈ Z so that 𝐾◦
𝑚 ≠ ∅.

Define amap 𝑑 : 𝐺 × 𝐺 −→ [0,+∞) by

𝑑(𝑔, ℎ) ··= inf

{
𝑡 ≥ 0 : ∃𝑛1, . . . , 𝑛𝑘 ∈ Z, ∃𝑤1 ∈ 𝐾𝑛1 , . . . , 𝑤𝑘 ∈ 𝐾𝑛𝑘

so that 𝑔−1ℎ = 𝑤1 . . . 𝑤𝑘 , 𝑡 = 2𝑛1 + · · · + 2𝑛𝑘
}

and write |𝑔 | = 𝑑(𝑒 , 𝑔). Then the following claims hold.

(i) Themap 𝑑 is a left-invariant pseudo-metric on 𝐺 for which every compact subset of
𝐺 has finite diameter.

(ii) If 𝐾𝑛 is a neighborhood of 𝑒 for any 𝑛 ∈ Z, then 𝑑 is continuous.

(iii) For any 𝑛 ∈ Z, if |𝑔 | < 2𝑛 then 𝑔 ∈ 𝐾𝑛.

(iv) One has
⋂
𝑛∈Z

𝐾𝑛 = {𝑔 ∈ 𝐺 : |𝑔 | = 0}. In particular, if
⋂
𝑛∈Z

𝐾𝑛 = {𝑒}, then 𝑑 is a metric.

Proof. (i) First let 𝑔 ∈ 𝐺. Then 𝑔−1𝑔 = 𝑒 ∈ 𝐾𝑛 for any 𝑛 ∈ Z, hence 𝑑(𝑔, 𝑔) ≤ 2𝑛 for any 𝑛 ∈
Z. This implies 𝑑(𝑔, 𝑔) = 0. For the symmetry, note that if 𝑔, ℎ ∈ 𝐺 and if 𝑔−1ℎ = 𝑤1 . . . 𝑤𝑘

for some 𝑤1 ∈ 𝐾𝑛1 , . . . , 𝑤𝑘 ∈ 𝐾𝑛𝑘 , then

ℎ−1𝑔 = (𝑔−1ℎ)−1 = 𝑤−1
𝑛𝑘
. . . 𝑤−1

𝑛1

and 𝑤−1
𝑛𝑖

∈ 𝐾𝑛𝑖 for any 𝑖 = 1, . . . , 𝑘, as any 𝐾𝑛 is symmetric. Thus

𝑑(ℎ, 𝑔) ≤ 2𝑛1 + · · · + 2𝑛𝑘

and it follows that 𝑑(ℎ, 𝑔) ≤ 𝑑(𝑔, ℎ). The reverse inequality follows swapping the roles of
𝑔 and ℎ, whence 𝑑(ℎ, 𝑔) = 𝑑(𝑔, ℎ) for all 𝑔, ℎ ∈ 𝐺, and 𝑑 is symmetric. Lastly, if 𝑔, ℎ, 𝑎 ∈ 𝐺,
the triangle inequality for 𝑔, ℎ, 𝑎 follows from the fact that if

𝑔−1𝑎 = 𝑤1 . . . 𝑤𝑘 , 𝑎
−1ℎ = 𝑣1 . . . 𝑣𝑟

for some𝑛1, . . . , 𝑛𝑘 , 𝑚1, . . . , 𝑚𝑟 ∈ Zandsomegroupelements𝑤1 ∈ 𝐾𝑛1 , . . . , 𝑤𝑘 ∈ 𝐾𝑛𝑘 , 𝑣1 ∈
𝐾𝑚1 , . . . 𝑣𝑟 ∈ 𝐾𝑚𝑟 , then

𝑔−1ℎ = (𝑔−1𝑎)(𝑎−1ℎ) = 𝑤1 . . . 𝑤𝑘𝑣1 . . . 𝑣𝑟
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exhibits 𝑔−1ℎ as a product of 𝑘 + 𝑟 group elements, so we deduce that

𝑑(𝑔, ℎ) ≤ 2𝑛1 + · · · + 2𝑛𝑘 + 2𝑚1 + · · · + 2𝑚𝑟

and thus that 𝑑(𝑔, ℎ) ≤ 𝑑(𝑔, 𝑎) + 𝑑(𝑎, ℎ). Therefore 𝑑 is a pseudo-metric on 𝐺.
Its left-invariance isalsoclear: if 𝑎, 𝑔, ℎ ∈ 𝐺 and 𝑔−1ℎ = 𝑣1 . . . 𝑣𝑘with 𝑣1 ∈ 𝐾𝑛1 , . . . , 𝑣𝑘 ∈

𝐾𝑛𝑘 , then
(𝑎𝑔)−1(𝑎ℎ) = 𝑔−1ℎ = 𝑣1 . . . 𝑣𝑘

as well, so 𝑑(𝑎𝑔, 𝑎ℎ) = 𝑑(𝑔, ℎ).
Now let 𝐿 ⊂ 𝐺 be compact. Since𝐾𝑚 has non-empty interior, 𝐾𝑚+1 is a neighborhood

of 𝑒, and 𝐿 ⊂ ⋃
ℓ∈𝐿 ℓ𝐾

◦
𝑚+1. By compactness, it follows that 𝐿 is covered by finitely many

translates of 𝐾𝑚+1, say
𝐿 ⊂ ℓ1𝐾𝑚+1 ∪ · · · ∪ ℓ𝑝𝐾𝑚+1. (1)

Now, for any 1 ≤ 𝑖 , 𝑗 ≤ 𝑝, ℓ−1
𝑖
ℓ 𝑗 ∈ 𝐾𝑛(𝑖 , 𝑗) for some 𝑛(𝑖 , 𝑗) ∈ Z. Set 𝑁 ··= max

1≤𝑖 , 𝑗≤𝑝
𝑛(𝑖 , 𝑗), so that

ℓ−1
𝑖
ℓ 𝑗 ∈ 𝐾𝑁 for any pair 1 ≤ 𝑖 , 𝑗 ≤ 𝑝. Let ℓ , ℓ ′ ∈ 𝐿. From (1), there exist 𝑖 , 𝑗 ∈ {1, . . . , 𝑝}with

ℓ ∈ ℓ𝑖𝐾𝑚+1, ℓ ′ ∈ ℓ 𝑗𝐾𝑚+1, so we may write ℓ = ℓ𝑖𝑧, ℓ ′ = ℓ 𝑗𝑧
′ for some 𝑧, 𝑧′ ∈ 𝐾𝑚+1, and it

follows that
ℓ−1ℓ ′ = 𝑧−1ℓ−1𝑖 ℓ 𝑗𝑧

′.

Hence 𝑑(ℓ , ℓ ′) ≤ 2𝑚+1 + 2𝑁 + 2𝑚+1 = 2𝑁 + 2𝑚+2, and this estimate is uniform over ℓ , ℓ ′ ∈ 𝐿.
Therefore 𝐿 has finite diameter with respect to 𝑑.
(ii) Let 𝑔, ℎ ∈ 𝐺 and 𝜀 > 0. Let 𝑛 ≥ 0 be so that 2−𝑛 ≤ 𝜀

2 . As 𝐾−𝑛 is a neighborhood of 𝑒,
(𝑔, ℎ)(𝐾−𝑛 × 𝐾−𝑛) is a neighborhood of (𝑔, ℎ) ∈ 𝐺 × 𝐺, and for (𝑥, 𝑦) ∈ (𝑔, ℎ)(𝐾−𝑛 × 𝐾−𝑛),
we have 𝑥 ∈ 𝑔𝐾−𝑛, 𝑦 ∈ ℎ𝐾−𝑛, 𝑔 ∈ 𝑥𝐾−𝑛, 𝐻 ∈ 𝑦𝐾−𝑛. Then, by the triangle inequality and
the left-invariance of 𝑑, one has

𝑑(𝑥, 𝑦) ≤ 𝑑(𝑥, 𝑔) + 𝑑(𝑔, ℎ) + 𝑑(ℎ, 𝑦)
= 𝑑(𝑒 , 𝑥−1𝑔) + 𝑑(𝑔, ℎ) + 𝑑(𝑒 , ℎ−1𝑦)
≤ 2−𝑛 + 𝑑(𝑔, ℎ) + 2−𝑛

≤ 𝑑(𝑔, ℎ) + 𝜀

and similarly 𝑑(𝑔, ℎ) ≤ 𝑑(𝑥, 𝑦) + 𝜀. Hence |𝑑(𝑥, 𝑦) − 𝑑(𝑔, ℎ)| ≤ 𝜀, and thus 𝑑 is continuous
at (𝑔, ℎ) ∈ 𝐺 × 𝐺.
(iv) Clearly, if 𝑔 ∈ 𝐺 has |𝑔 | = 0, then 𝑔 ∈ 𝐾𝑛 for any 𝑛 ∈ Zby (iii). Conversely, if 𝑔 ∈ 𝐾𝑛 for
any 𝑛 ∈ Z, it directly follows from the definition of 𝑑 that |𝑔 | = 𝑑(𝑒 , 𝑔) < 2𝑛 for any 𝑛 ∈ Z.
Letting 𝑛 → −∞ shows that |𝑔 | = 0, as claimed.

In particular, if
⋂
𝑛∈Z

𝐾𝑛 = {𝑒} and that 𝑑(𝑔, ℎ) = 0 for some 𝑔, ℎ ∈ 𝐺, then 𝑑(𝑒 , 𝑔−1ℎ) = 0

by left-invariance, so 𝑔−1ℎ = 𝑒, and thus 𝑔 = ℎ. Therefore 𝑑 is a metric.
(iii) Explicitly, we must show that the following: let 𝑤 ∈ 𝐺, 𝑛 ∈ Z, 𝑘 ≥ 0, 𝑛1, . . . , 𝑛𝑘 ∈ Z,
𝑣1 ∈ 𝐾𝑛1 , . . . , 𝑣𝑘 ∈ 𝐾𝑛𝑘 with

𝑤 = 𝑣1 . . . 𝑣𝑘 , 2
𝑛1 + · · · + 2𝑛𝑘 < 2𝑛 .
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Then 𝑤 ∈ 𝐾𝑛.
If 𝑘 = 0, then 𝑤 = 𝑒 and we are done. If 𝑘 = 1, then 2𝑛1 < 2𝑛 implies 𝑛1 < 𝑛, i.e. 𝑛1 ≤

𝑛 − 1, so𝑤 = 𝑣1 ∈ 𝐾𝑛1 ⊂ 𝐾𝑛−1 ⊂ 𝐾𝑛, and we are done. If 𝑘 = 2, then 2𝑛1 + 2𝑛2 < 2𝑛 implies
𝑛1, 𝑛2 < 𝑛, i.e. 𝑛1, 𝑛2 ≤ 𝑛 − 1, so 𝑤 = 𝑣1𝑣2 ∈ 𝐾𝑛1𝐾𝑛2 ⊂ 𝐾𝑛−1𝐾𝑛−1 ⊂ 𝐾𝑛, so we are done in
this case as well. We continue by induction on 𝑘 ≥ 3, assuming the claim is proved up to
𝑘 − 1. Hence suppose 𝑤 can be written 𝑤 = 𝑣1 . . . 𝑣𝑘 with 𝑣1 ∈ 𝐾𝑛1 , . . . 𝑣𝑘 ∈ 𝐾𝑛𝑘 and that

2𝑛1 + · · · + 2𝑛𝑘 < 2𝑛 . (2)

We now show the following claim:
Claim. There exists an index 𝑗 ∈ {1, . . . , 𝑘} so that 𝑤 = 𝑤1𝑣 𝑗𝑤2 with now 𝑤1 = 𝑣1 . . . 𝑣 𝑗−1,
𝑤2 = 𝑣 𝑗+1 . . . 𝑣𝑘 satisfying

|𝑤1 |, |𝑤2 | < 2𝑛−1.

First of all, if there exists 𝑗 ∈ {1, . . . , 𝑘} with 𝑛 𝑗 = 𝑛 − 1, this index 𝑗 is necessarily unique
by the condition (2), so we can write 𝑤 = 𝑤1𝑣 𝑗𝑤2, and

2𝑛1 + · · · + 2𝑛 𝑗−1 + 2𝑛 𝑗+1 + · · · + 2𝑛𝑘 = 2𝑛1 + · · · + 2𝑛𝑘 − 2𝑛 𝑗 < 2𝑛 − 2𝑛−1 = 2𝑛−1

using (2). A fortiori, 2𝑛1 + · · · + 2𝑛 𝑗−1 < 2𝑛−1 and 2𝑛 𝑗+1 + · · · + 2𝑛𝑘 < 2𝑛−1, so that |𝑤1 |, |𝑤2 | <
2𝑛−1, and the claim is proved in this case.
Otherwise, 𝑛 𝑗 ≤ 𝑛−2 for all 𝑗 ∈ {1, . . . , 𝑘}, andwe denote ℓ the largest index 𝑖 ∈ {1, . . . , 𝑘}
for which 2𝑛1 + · · · + 2𝑛𝑖 < 2𝑛−1. If ℓ = 𝑘, it is enough to take 𝑗 = 2. Otherwise, if ℓ < 𝑘, we
set 𝑗 ··= ℓ + 1, so that 𝑤 = 𝑤1𝑣 𝑗𝑤2 as above. On the one hand, |𝑤1 | ≤ 2𝑛1 + · · · + 2𝑛 𝑗−1 =

2𝑛1 + · · · + 2𝑛ℓ < 2𝑛−1 by definition of ℓ . On the other hand, we have

|𝑤2 | ≤ 2𝑛 𝑗+1 + · · · + 2𝑛𝑘 = 2𝑛ℓ+2 + · · · + 2𝑛𝑘

and the latter is strictly less than 2𝑛−1 since thefirst part of the sum is 2𝑛1+· · ·+2𝑛ℓ+1 ≥ 2𝑛−1

by definition of ℓ and the total sum

2𝑛1 + · · · + 2𝑛ℓ+1 + 2𝑛ℓ+2 + · · · + 2𝑛𝑘

is strictly less than 2𝑛 by assumption. This conludes the proof of the claim in this case.

Now, applying the induction hypothesis to 𝑤1, 𝑤2 in the claim shows that 𝑤1, 𝑤2 ∈
𝐾𝑛−1, whence

𝑤 = 𝑤1𝑣 𝑗𝑤2 ∈ 𝐾𝑛−1𝐾𝑛 𝑗𝐾𝑛−1 ⊂ 𝐾𝑛−1𝐾𝑛−1𝐾𝑛−1 ⊂ 𝐾𝑛 .

This completes the inductive step, and also our proof of (iii). □

Our firstmetrisation criterion is usually referred to as theBirkhoff-Kakutani theorem.

Theorem 1.32. Let 𝐺 be a topological group. The following claims are equivalent.

(i) The group 𝐺 is first-countable.

(ii) The group 𝐺 is metrisable.
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(iii) There exists a left-invariant compatible metric on 𝐺.

Proof. To start, the implications (iii) =⇒ (ii) =⇒ (i) are obvious. Hence we must only
prove that (i) =⇒ (iii).

Assume that 𝐺 is first-countable, and denote (𝑉𝑛)𝑛≥1 a countable basis of neighbor-
hoods of 𝑒. For 𝑛 ≥ 0, let 𝐾𝑛 ··= 𝐺. For 𝑛 ≥ 1, choose inductively a symmetric neighbor-
hood 𝐾−𝑛 of 𝑒 so that 𝐾−𝑛 ⊂ 𝑉𝑛 and 𝐾−𝑛𝐾−𝑛𝐾−𝑛 ⊂ 𝐾−𝑛+1. By construction, the sequence
(𝐾𝑛)𝑛∈Z satisfies the assumptions of Lemma 1.31, and we denote 𝑑 the pseudo-metric
provided by this lemma. First of all note that⋂

𝑛∈Z
𝐾𝑛 =

⋂
𝑛≥1

𝐾−𝑛 ⊂
⋂
𝑛≥1

𝑉𝑛 = {𝑒}

where the last equality follows from Proposition 1.22, that applies since 𝐺 is Hausdorff.
Thus, by Lemma 1.31(iv), 𝑑 is a metric on 𝐺, which is furthermore left-invariant by (i) of
the same lemma. Lastly, by point (iii) of Lemma 1.31, for any 𝑛 ∈ Z, the open ball with
respect to 𝑑 centered at 𝑒 ∈ 𝐺 of radius 2𝑛 is contained in 𝐾𝑛, and conversely from the
definition of 𝑑, 𝐾𝑛 is contained in the open ball with respect to 𝑑 of radius 2𝑛 centered at
𝑒 ∈ 𝐺. This shows that the topology induced by 𝑑 coincides with that of 𝐺, and thus that
𝑑 is a left-invariant compatible metric on 𝐺. □

We can actually strengthen the conclusion if 𝐺 is moreover locally compact.

Theorem 1.33. Let 𝐺 be a locally compact group. The following claims are equivalent.

(i) The group 𝐺 is second-countable.

(ii) The group 𝐺 is 𝜎−compact and first-countable.

(iii) There exists a left-invariant proper compatible metric on 𝐺.

Proof. By Theorem 1.5, implications (iii) =⇒ (i) =⇒ (ii) are straightforward.
Assume now that (ii) holds, and let (𝐿𝑛)𝑛≥0 be a sequence of symmetric compact sub-

sets of 𝐺 containing 𝑒 so that
𝐺 =

⋃
𝑛≥0

𝐿𝑛 .

Let also (𝑉𝑛)𝑛≥0 be a countable basis of neighborhoods of 𝑒, with𝑉0 relatively compact.
Define 𝐾0 ··= 𝐿0 ∪𝑉0 and 𝐾𝑛+1 ··= 𝐾𝑛𝐾𝑛𝐾𝑛 ∪ 𝐿𝑛+1 for any 𝑛 ≥ 0. For 𝑛 ≥ 1, choose induc-
tively a symmetric neighborhood 𝐾−𝑛 of 𝑒 so that 𝐾−𝑛𝐾−𝑛𝐾−𝑛 ⊂ 𝐾−𝑛+1, as the previous
proof. By construction, the sequence (𝐾𝑛)𝑛∈Z satisfies all assumptions in Lemma 1.31,
so the pseudo-metric 𝑑 provided by this result is once again a left-invariant continuous
compatible metric on 𝐺, which is additionally proper thanks to Lemma 1.31. □

Theorem 1.34. Let 𝐺 be a 𝜎−compact locally compact group.
For any sequence (𝑈𝑛)𝑛≥1 of neighborhoods of 𝑒 in 𝐺, there exists a normal compact

subgroup 𝐾 of 𝐺 contained in
⋂
𝑛≥1

𝑈𝑛 so that 𝐺/𝐾 is metrisable.
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Proof. As 𝐺 is 𝜎−compact, we find a sequence (𝐿𝑛)𝑛≥0 of compact subsets of 𝐺 so that
𝑒 ∈ 𝐿𝑛 ⊂ 𝐿𝑛+1 for any 𝑛 ≥ 0 and

𝐺 =
⋃
𝑛≥0

𝐿𝑛 .

For 𝑛 ≥ 0, let 𝐾𝑛 ··= 𝐺 and for 𝑛 ≥ 1, we define inductively a symmetric compact neigh-
borhood 𝐾−𝑛 of 𝑒 as follows. Suppose that 𝐾0, . . . , 𝐾−𝑛 have been defined. Themap

𝐿𝑛 × 𝐺 −→ 𝐺

(𝜆, 𝑘) ↦−→ 𝜆𝑘𝜆−1

is continuous and identically equal to 𝑒 on 𝐿𝑛×{𝑒}. Thus, for any𝜆 ∈ 𝐿𝑛, there is an open
neighborhood 𝑉𝜆 of 𝜆 and a compact neighborhood𝑊𝜆 of 𝑒 so that ℓ 𝑘ℓ−1 ∈ 𝐾−𝑛 for all
ℓ ∈ 𝑉𝜆 and 𝑘 ∈𝑊𝜆. Then 𝐿𝑛 ⊂ ⋃

𝜆∈𝐿𝑛 𝑉𝜆, whence by compactness

𝐿𝑛 ⊂
𝑗⋃
𝑖=1

𝑉𝜆𝑗

for some finitely many𝑉𝜆1 , . . . , 𝑉𝜆𝑗 . Set 𝐾−𝑛−1 ··=
𝑗⋂
𝑖=1

𝑊𝜆𝑗 .

By construction, ℓ 𝑘ℓ−1 ∈ 𝐾−𝑛 for all ℓ ∈ 𝐿𝑛 and 𝑘 ∈ 𝐾−𝑛−1. Up to replacing 𝐾−𝑛−1 by
a smaller symmetric compact neighborhood of 𝑒, we can assume that 𝐾−𝑛−1 ⊂ 𝑈𝑛 and
𝐾−𝑛−1𝐾−𝑛−1𝐾−𝑛−1 ⊂ 𝐾−𝑛.

Let now 𝐾 ··=
⋂
𝑛≥1

𝐾−𝑛. Then 𝐾 is a closed subgroup of 𝐺 contained in
⋂
𝑛≥1𝑈𝑛. Let

𝑔 ∈ 𝐺. There exists 𝑛0 ≥ 1 so that 𝑔 ∈ 𝐿𝑛 for any 𝑛 ≥ 𝑛0. Thus, for 𝑛 ≥ 𝑛0, one gets

𝑔𝐾−𝑛−1𝑔
−1 ⊂ 𝐾−𝑛 ⊂ 𝐾−𝑛0

and thus 𝑔𝐾𝑔−1 ⊂ 𝐾−𝑛. It follows that 𝑔𝐾𝑔−1 ⊂ ⋂
𝑛≥𝑛0 𝐾−𝑛 = 𝐾, and thus 𝐾 is normal.

Applying now Lemma 1.31, we find a left-invariant proper continuous pseudo-metric 𝑑
on 𝐺 with the property that 𝑑(𝑒 , 𝑔) = 0 if and only if 𝑔 ∈ 𝐾. This induces a left-invariant
proper compatible metric on 𝐺/𝐾. □

1.4 Compactly generated groups

Definition 1.35. Let 𝐺 be a group. A generating set 𝑆 for 𝐺 is a subset 𝑆 ⊂ 𝐺 so that, for
any 𝑔 ∈ 𝐺, there exist 𝑛 ≥ 0 and 𝑠1, . . . , 𝑠𝑛 ∈ 𝑆 ∪ 𝑆−1 so that

𝑔 = 𝑠1 . . . 𝑠𝑛 .

A topological group𝐺 is compactly generated if it has a compact generating set 𝑆. In that
case, we write 𝐺 = ⟨𝑆⟩.
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Equivalently, a group 𝐺 is generated by 𝑆 if

𝐺 =
⋃
𝑛≥0

𝑆
𝑛
.

where 𝑆 ··= 𝑆 ∪ 𝑆−1 ∪ {𝑒}.
Example 1.36. (i) Compact groups, such as 𝑆1, O𝑛(R), SO𝑛(R), are compactly generated.
(ii) If 𝐺 is connected and locally compact, then 𝐺 is compactly generated, as a conse-
quence of Corollary 1.26. For instance, SL𝑛(R) is compactly generated for any 𝑛 ≥ 1.
(iii) A locally compact group always has compactly generated open subgroups.
(iii) A discrete group is compactly generated if and only if it is finitely generated, i.e. it
has a finite generating set. We will see plenty of examples below.

Here is a structural result on compactly generated groups.
Proposition 1.37. Let 𝐺 = ⟨𝑆⟩ be a locally compact compactly generated group.

(i) For 𝑛 large enough, 𝑆
𝑛
is a neighborhood of 𝑒 ∈ 𝐺.

(ii) For any compact subset 𝐾 ⊂ 𝐺, there is 𝑘 ≥ 0 so that 𝐾 is contained in the interior of
𝑆
𝑘
.

(iii) For every other compact generating set 𝑇 of 𝐺, there exist 𝑘, ℓ ∈ N so that 𝑇 ⊂ 𝑆
𝑘
and

𝑆 ⊂ 𝑇ℓ .

Proof. (i) As 𝑆 generates 𝐺, we have

𝐺 =
⋃
𝑛≥0

𝑆
𝑛

and as 𝐺 is a Baire group (since it is locally compact), there exists 𝑚 ∈ N so that 𝑆𝑚 has
non-empty interior. Then the interior of 𝑆

𝑛
is an openneighborhood of 𝑒 for any 𝑛 ≥ 2𝑚.

(ii) Let 𝑥 ∈ 𝐾. There exists 𝑛𝑥 ∈ N with 𝑥 ∈ 𝑆𝑛𝑥 , thus 𝑥 is in the interior of 𝑆𝑛𝑥+2𝑚, where
𝑚 ∈ N is as in (i). It follows that

𝐾 ⊂
⋃
𝑘≥0

(
𝑆
𝑘 )◦

and as 𝐾 is compact, the conclusion follows.
(iii) follows from (ii) applied to 𝐾 = 𝑇 first and 𝐾 = 𝑆 then. □

Definition 1.38. Let 𝐺 be a topological group. A subgroup 𝐻 ⩽ 𝐺 is cocompact if there
exists a compact subset 𝐾 of 𝐺 so that 𝐺 = 𝐾𝐻.

In the sequel, we will alsomake use of the following technical lemma.
Lemma 1.39. Let 𝐺 be a locally compact topological group, 𝐻 a closed subgroup, and
𝜋 : 𝐺 −→ 𝐺/𝐻 the canonical projection.

Then every compact subset of 𝐺/𝐻 is the image under 𝜋 of a compact subset of 𝐺.

Proof. See for instance [5, lemma 2.C.9]. □
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1.5 Finitely generated groups

Among topological groups, the class of discrete groups play a prominent role, and
brings numerous examples whose behaviours are already delicate to analyse. The goal
of this subsection is to introduce several classes of groupsof interest. Theywill constitute
some of our running examples that will follow us for the rest of this text.

We are in particular concerned by finitely generated groups, i.e. groups that have a
finite generating set.
Example 1.40. (i) Finite groups are finitely generated.
(ii) The group (Z,+) is finitely generated, and 𝑆 = {−1, 1} is a finite generating set. More
generally, if 𝑝, 𝑞 ∈ Z are coprime, then {±𝑝,±𝑞} is a symmetric generating set for Z.
(iii) In fact, for any 𝑑 ≥ 1, the group Z𝑑 is finitely generated, and a symmetric generating
set is given by the "canonical" basis

{±(1, 0, . . . , 0),±(0, 1, 0, . . . , 0), . . . ,±(0, 0, . . . , 0, 1)}.

(iv) If 𝑑 ≥ 1, the non-abelian free group 𝐹𝑑 of rank 𝑑 is finitely generated, a generating set
being given by the equivalence classes of words of length one over a set 𝑆 of cardinality
𝑑.
(v) It is not hard to check that theHeisenberg group

𝐻(Z) ··=
{ ©«

1 𝑎 𝑐

0 1 𝑏

0 0 1

ª®¬ : 𝑎, 𝑏, 𝑐 ∈ Z
}

is generated by the threematrices

𝑥 =
©«
1 1 0
0 1 0
0 0 1

ª®¬ , 𝑦 =
©«
1 0 0
0 1 1
0 0 1

ª®¬ , 𝑧 = ©«
1 0 1
0 1 0
0 0 1

ª®¬ .
(vi) The group (Q,+) is not finitely generated. Indeed, suppose for a contradiction thatQ
is generatedbyfinitelymanyrationals 𝑝1𝑞1 , . . . ,

𝑝𝑛
𝑞𝑛
. Anyfinite sumof these fractionsor their

inverses is a rational number with denominator at most 𝑞1 . . . 𝑞𝑛. Letting 𝑁 ··= 𝑞1 . . . 𝑞𝑛,
it follows that 1

𝑁+1 cannot be written using
𝑝1
𝑞1
, . . . ,

𝑝𝑛
𝑞𝑛
or their inverses, a contradiction.

(vii) The group SL2(Z) of determinant one 2 × 2matrices with integer entries is finitely
generated, for instance by

𝑎 =

(
1 1
0 1

)
, 𝑏 =

(
1 0
1 1

)
or even by twomatrices of finite order (see e.g. [4, corollary 2.6]).
(viii) The group𝐷∞ ··= ⟨𝑎, 𝑡 : 𝑎2 = 1, 𝑎𝑡𝑎−1 = 𝑡−1⟩ is called the infinite dihedral group, and
generalizes finite dihedral groups allowing a rotation of infinite order. In fact, this group
is isomorphic to

⟨𝑎, 𝑏 : 𝑎2 = 𝑏2 = 1⟩ = Z2 ∗ Z2
the free product of two cyclic groups of order 2.
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Note that a finitely generated group is always countable, but the converse does not
hold, as shown by Example 1.40(vi).

The following proposition shows that being finitely generated in stable under group
extensions.

Proposition 1.41. Let 𝐺 be a group and 𝑁 ◁ 𝐺.
If 𝐺 is finitely generated, then 𝐺/𝑁 is finitely generated. Conversely, if 𝑁, 𝐺/𝑁 are

finitely generated, then 𝐺 is finitely generated.

In fact, similar statements are true for general topological groups. We treat here the
discrete case for keeping the exposition relatively short, and we refer to [5, proposition
2.C.5] for the general case.

Proof. If 𝐺 is finitely generated and 𝜋 : 𝐺 −→ 𝐺/𝑁 is the natural surjection, then the
image under 𝜋 of a generating set for 𝐺 is a generating set for 𝐺/𝑁 .

Conversely, let {𝑔1, . . . , 𝑔𝑛} be a generating set for 𝑁 and {ℎ1𝑁, . . . , ℎ𝑚𝑁} a generat-
ing set for 𝐺/𝑁 . Fix 𝑔 ∈ 𝐺. Then there exists 𝜀1, . . . , 𝜀𝑚 ∈ {−1, 1} so that

𝑔𝑁 = (ℎ1𝑁)𝜀1 . . . (ℎ𝑚𝑁)𝜀𝑚 = (ℎ𝜀11 . . . ℎ
𝜀𝑚
𝑚 )𝑁

and it follows that 𝑔(ℎ𝜀11 . . . ℎ
𝜀𝑚
𝑚 )−1 ∈ 𝑁 . We can then write

𝑔(ℎ𝜀11 . . . ℎ
𝜀𝑚
𝑚 )−1 = 𝑔𝛿11 . . . 𝑔

𝛿𝑛
𝑛

for some 𝛿1, . . . , 𝛿𝑛 ∈ {−1, 1}, and thus 𝑔 = 𝑔𝛿11 . . . 𝑔
𝛿𝑛
𝑛 ℎ

𝜀1
1 . . . ℎ

𝜀𝑚
𝑚 . This proves that

{𝑔1, . . . , 𝑔𝑛 , ℎ1, . . . , ℎ𝑚}

is a finite generating set for 𝐺, and the proof is complete. □

On theother hand, it is in general not true that subgroups of finitely generated groups
are themselves finitely generated. To produce such an example, we introduce an addi-
tional group construction.

Definition 1.42. Let 𝐴, 𝐵 be two groups. Their wreath product 𝐴 ≀ 𝐵 is the group defined
by (⊕

𝐵

𝐴

)
⋊ 𝐵

where 𝐵 acts on the direct sum by precomposition, i.e.

(𝑏 · 𝑓 )(𝑏′) ··= 𝑓 (𝑏−1𝑏′)

for any 𝑏, 𝑏′ ∈ 𝐵 and any 𝑓 ∈
⊕

𝐵 𝐴.
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Hence, elements of 𝐴 ≀ 𝐵 are pairs ( 𝑓 , 𝑏)where 𝑓 is a finitely supported function on 𝐵
(i.e. 𝑓 (𝑏) = 𝑒𝐴 for all but finitely many 𝑏 ∈ 𝐵) and 𝑏 ∈ 𝐵. The multiplication law is given
by

( 𝑓 , 𝑏)( 𝑓 ′, 𝑏′) = ( 𝑓 + 𝑏 · 𝑓 ′, 𝑏𝑏′)
for all 𝑓 , 𝑓 ′ ∈

⊕
𝐵 𝐴, 𝑏, 𝑏′ ∈ 𝐵, where "+" stands for the composition law in the direct

sum.
We then prove that this construction preserves finite generation.

Proposition 1.43. If 𝐴, 𝐵 are finitely generated, then 𝐴 ≀ 𝐵 is finitely generated.

Proof. Let 𝑆𝐴 = {𝑎1, . . . , 𝑎𝑛} be a generating set for 𝐴, and let 𝑆𝐵 = {𝑏1, . . . , 𝑏𝑚} be a
generating set for 𝐵. For any 𝑎 ∈ 𝐴, let 𝛿𝑎 ∈

⊕
𝐵 𝐴 be defined by 𝛿𝑎(𝑒𝐵) = 𝑎 and 𝛿𝑎(𝑏) = 𝑒𝐴

for any 𝑏 ≠ 𝑒𝐵. Let also 1 denote the neutral element of the direct sum, defined as 1(𝑏) =
𝑒𝐴 for any 𝑏 ∈ 𝐵. We claim that the finite set

{(𝛿𝑎𝑖 , 𝑒𝐵), (1, 𝑏 𝑗) : 1 ≤ 𝑖 ≤ 𝑛, 1 ≤ 𝑗 ≤ 𝑚}

is a generating set for 𝐴 ≀ 𝐵.
First, as themultiplication in𝐴 ≀𝐵 is themultiplicationof 𝐵 in the second component,

and as 𝑆𝐵 generates 𝐵, it is enough to prove that any pair of the form ( 𝑓 , 𝑒𝐵) is a product
of (𝛿𝑎1 , 𝑒𝐵), . . . , (𝛿𝑎𝑛 , 𝑒𝐵). Since 𝑓 is finitely supported, it is enough to prove that any pair
of the form (𝛿𝑎 , 𝑒𝐵), 𝑎 ∈ 𝐴, is a product of (𝛿𝑎1 , 𝑒𝐵), . . . , (𝛿𝑎𝑛 , 𝑒𝐵). For 𝑎 ∈ 𝐴, write

𝑎 = 𝑎𝑖1 . . . 𝑎𝑖𝑘

for some 𝑖1, . . . , 𝑖𝑘 ∈ {1, . . . , 𝑛}, and then it follows that

(𝛿𝑎 , 𝑒𝐵) = (𝛿𝑎𝑖1 , 𝑒𝐵) . . . (𝛿𝑎𝑖𝑛 , 𝑒𝐵).

Thus 𝐴 ≀ 𝐵 is finitely generated. □

From this result, it follows that Z/2Z ≀Z is finitely generated, but it contains
⊕
Z Z/2Z

as a subgroup, and the latter is not finitely generated.
However, there is aclassoffinitelygeneratedgroupshavingall their subgroupsfinitely

generated.

Definition 1.44. A group 𝐺 is called polycyclic if it has a sequence of subgroups

𝐻0 = {𝑒𝐺} ⩽ 𝐻1 ⩽ · · · ⩽ 𝐻𝑠−1 ⩽ 𝐻𝑠 = 𝐺

so that𝐻𝑖 ◁ 𝐻𝑖+1 and the quotient group𝐻𝑖+1/𝐻𝑖 is cyclic, for any 𝑖 = 0, . . . , 𝑠 − 1.

In particular, since cyclic groups are abelian, any polycyclic group is solvable.

Proposition 1.45. Let 𝐺 be a polycyclic group.
Then any subgroup of 𝐺 is finitely generated.
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Proof. Let
𝐻0 = {𝑒𝐺} ⩽ 𝐻1 ⩽ · · · ⩽ 𝐻𝑠−1 ⩽ 𝐻𝑠 = 𝐺

be a sequence as in Definition 1.44. Observe that 𝐻𝑖 is polycyclic as well, for any 𝑖 =

0, . . . , 𝑠. Let now𝐻 be a subgroup of𝐺. We show that𝐻 is finitely generated by induction
on 𝑠. If 𝑠 = 0 there is nothing to prove. Assume that the statement is proved for any
groupwith a sequence of subgroups as above of length atmost 𝑠 − 1. Thus the subgroup
𝐻 ∩ 𝐻𝑠−1 ⩽ 𝐻𝑠−1 is finitely generated. Also 𝐺/𝐻𝑠−1 = 𝐻𝑠/𝐻𝑠−1 is either cyclic finite or
isomorphic to Z, and in both cases this quotient has all its subgroups finitely generated.
Thus, from

𝐻/(𝐻 ∩ 𝐻𝑠−1) � 𝐻𝐻𝑠−1/𝐻𝑠−1 ⩽ 𝐺/𝐻𝑠−1

we deduce that 𝐻/(𝐻 ∩ 𝐻𝑠−1) is finitely generated. Hence 𝐻 is finitely generated as a
consequence of Proposition 1.41. □

Example 1.46. As we proved above that Z2 ≀ Z has a subgroup which is not finitely gen-
erated, it follows thatZ2 ≀Z is not polycyclic. As it is nonetheless solvable, this shows that
the class of polycyclic groups is strictly contained into the class of solvable groups.

As the class of solvable groups, polycyclic groups enjoy various stability properties
with respect to basic group theoretic constructions.

Proposition 1.47. Let 𝐺 be a polycyclic group.
Then its subgroups, quotients, homomorphic images, or extensionsbypolycyclic groups,

are polycyclic groups.

Proof. We show the statement for homomorphic images, and the other ones are very
similar. Assume 𝐺 is polycyclic and let 𝑓 : 𝐺 −→ 𝐻 be a surjective group morphism.
Taking a sequence

𝐻0 = {𝑒𝐺} ⩽ 𝐻1 ⩽ · · · ⩽ 𝐻𝑠−1 ⩽ 𝐻𝑠 = 𝐺

of subgroups of 𝐺 as in Definition 1.44 and pushing it through 𝑓 provides a sequence

𝑓 (𝐻0) = {𝑒𝐻} ⩽ 𝑓 (𝐻1) ⩽ · · · ⩽ 𝑓 (𝐻𝑠−1) ⩽ 𝑓 (𝐻𝑠) = 𝐻

of subgroups of 𝐻 so that each subgroup is normal in the next one and all successive
quotients are cyclic, since the image of a cyclic group through a groupmorphism is still
a cyclic group. Thus𝐻 is polycyclic, as desired. □

Let us also recall the definition of nilpotent groups.

Definition 1.48. Let𝐺 be a group. The lower central series of𝐺 is the sequence (𝛾𝑖(𝐺))𝑖≥1
of subgroups of 𝐺 recursively defined by

𝛾1(𝐺) ··= 𝐺, 𝛾𝑖+1(𝐺) ··= [𝛾𝑖(𝐺), 𝐺] , 𝑖 ≥ 1.

From this definition, an induction on 𝑖 ≥ 1 and the fact that automorphisms preserve
commutators, one sees that 𝛾𝑖(𝐺) is characteristic in 𝐺 for any 𝑖 ≥ 1. In particular, 𝛾𝑖(𝐺)
is normal in 𝐺 for any 𝑖 ≥ 1. Moreover, 𝛾𝑖+1(𝐺) ⊂ 𝛾𝑖(𝐺) for any 𝑖 ≥ 1.
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Definition 1.49. A group 𝐺 is called nilpotent if its lower central series terminates, that
is there is 𝑖 ≥ 1 so that 𝛾𝑖(𝐺) = {𝑒𝐺}. In this case, the least integer 𝑐 ≥ 1 so that 𝛾𝑐+1(𝐺) =
{𝑒𝐺} is called the nilpotency class of 𝐺.

Example 1.50. (i) Any abelian group is nilpotent, of nilpotency class 𝑐 = 1.
(ii) In the Heisenberg group 𝐻(Z), from Example 1.40(v), a direct computation shows
that in fact 𝑧 = [𝑥, 𝑦] and that 𝑥𝑧 = 𝑧𝑥, 𝑦𝑧 = 𝑧𝑦. In particular, 𝑧 is central, thus so is any
commutator, whence [[𝐻(Z), 𝐻(Z)], 𝐻(Z)] = {𝐼3}. This shows that 𝐻(Z) is nilpotent of
nilpotency class 𝑐 = 2. More generally, the group of upper unitriangular 𝑛 × 𝑛 matrices
over a unital commutative ring is nilpotent of nilpotency class 𝑛 − 1.

We cannowprove that any finitely generated nilpotent group is an example of a poly-
cyclic group.

Proposition 1.51. Let 𝐺 be a finitely generated nilpotent group.
Then there exists a sequence of subgroups

𝑁𝑠+1 = {𝑒𝐺} ⩽ 𝑁𝑠 ⩽ · · · ⩽ 𝑁2 ≤ 𝑁1 = 𝐺

so that 𝑁𝑖+1 ◁ 𝑁𝑖 and 𝑁𝑖/𝑁𝑖+1 is cyclic, for any 𝑖 = 1, . . . , 𝑠. In particular, 𝐺 is polycyclic.

Proof. Let (𝛾𝑖(𝐺))𝑖≥1 be the lower central series of𝐺. Since 𝛾𝑖(𝐺)/𝛾𝑖+1(𝐺) is finitely gener-
atedandabelian (see [3, proposition2.28]), by the structure theoremoffinitely generated
abelian groups, there is a sequence of subgroups

𝛾𝑖+1 = 𝑁𝑖 ,𝑡𝑖 ⩽ 𝑁𝑖 ,𝑡𝑖−1 ⩽ · · · ⩽ 𝑁𝑖 ,2 ⩽ 𝑁𝑖 ,1 = 𝛾𝑖

with 𝑁𝑖 , 𝑗+1 ◁ 𝑁𝑖 , 𝑗 and 𝑁𝑖 , 𝑗/𝑁𝑖 , 𝑗+1 cyclic for any 𝑗 = 1, . . . , 𝑡𝑖 − 1. We rename the sequence
𝑁1,1, 𝑁1,2, . . . , 𝑁1,𝑡1 = 𝑁2,1, . . . , 𝑁2,𝑡2 = 𝑁3,1, . . . as 𝑁1, 𝑁2, 𝑁3, . . . to conclude. □

Combining the latter statement and Proposition 1.45, we deduce that any subgroup
of a finitely generated nilpotent group is finitely generated.

We conclude this section mentioning two important structural results on nilpotent
and polycyclic groups. The first one is a sort of converse to Example 1.50(ii). For the
statement, recall that a group 𝐺 is linear if it is isomorphic to a subgroup of GL𝑛(K), for
some 𝑛 ≥ 1 and some fieldK.

Theorem 1.52. Any finitely generated nilpotent group is linear. In fact, such a group is
embeddable into GL𝑛(Z) for some 𝑛 ≥ 1.

The second statement is due to Malcev, and furnishes important examples of poly-
cyclic groups.

Theorem 1.53. Let 𝐺 be a finitely generated and solvable subgroup of GL𝑛(Z).
Then 𝐺 is polycyclic.
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1.6 Haarmeasures on locally compact groups

Weclose this chapter recallingelementary factsonHaarmeasures for locally compact
topological groups.

Let thus 𝐺 be a locally compact group. Its Borel 𝜎−algebra ℬ is the 𝜎−algebra gener-
ated by the open subsets of𝐺. Ameasure 𝜇 defined onℬ is left-invariant if 𝜇(𝑔𝐸) = 𝜇(𝐸)
for any 𝑔 ∈ 𝐺, 𝐸 ∈ ℬ, and it is called regular if

(i) For all 𝐵 ∈ ℬ, 𝜇(𝐵) = inf
𝐵⊂𝑉, 𝑉 open

𝜇(𝑉).

(ii) For all open subset𝑈 ⊂ 𝐺, 𝜇(𝑈) = sup
𝐾⊂𝑈, 𝐾 compact

𝜇(𝐾).

(iii) For all compact subset 𝐾 ⊂ 𝐺, 𝜇(𝐾) < ∞.
Theorem 1.54. Let 𝐺 be a locally compact group, and letℬ be its Borel 𝜎−algebra.

Then there exists a regular left-invariantmeasure𝜇 onℬ. Such ameasure is unique up
tomultiplication by positive constants.

Such ameasure is then usually referred to as aHaarmeasure on the group.
Let us mention two basic properties of Haar measures. Recall that the support of a

measure 𝜇 defined on a group 𝐺 is the smallest closed subset 𝐹 ⊂ 𝐺 so that 𝜇(𝐺 \ 𝐹) = 0.
Proposition 1.55. Let 𝐺 be a locally compact group, and 𝜇 be a Haar measure on 𝐺. The
following assertions hold.

(i) supp(𝜇) = 𝐺.

(ii) The group 𝐺 is compact if and only if 𝜇(𝐺) < ∞.

Proof. We prove (i) by contradiction. Assume there is a non-empty open subset𝑈 ⊂ 𝐺

with𝜇(𝑈) = 0. Then𝜇(𝑔𝑈) = 0 for any 𝑔 ∈ 𝐺 by left-invariance. If now𝐾 ⊂ 𝐺 is compact,
we may find finitely many group elements 𝑔1, . . . , 𝑔𝑛 ∈ 𝐺 so that 𝐾 ⊂ 𝑔1𝑈 ∪ · · · ∪ 𝑔𝑛𝑈 ,
whence 𝜇(𝐾) = 0 as well. Since 𝜇 is regular, it follows that 𝜇 = 0, a contradiction. Thus
𝜇(𝑈) > 0 for any open subset𝑈 ⊂ 𝐺, whence supp(𝜇) = 𝐺.

We now turn to the proof of (ii). Clearly if 𝐺 is compact then 𝜇(𝐺) < ∞ by regularity.
Conversely, assume that 𝐺 is not compact, and let𝑈 be a compact neighborhood of 𝑒 ∈
𝐺. By induction, we construct a sequence (𝑔𝑛)𝑛≥1 so that

𝑔𝑛+1 ∉
𝑛⋃
𝑖=1

𝑔𝑖𝑈

for any 𝑛 ∈ N. Appealing Proposition 1.18, choose a neighborhood𝑉 of 𝑒 so that𝑉−1 = 𝑉
and𝑉−1𝑉 = 𝑉2 ⊂ 𝑈 . Then 𝑔𝑛𝑉 ∩ 𝑔𝑚𝑉 = ∅ if 𝑛 ≠ 𝑚, and thus

𝜇(𝐺) ≥ 𝜇(
⋃
𝑖≥1

𝑔𝑖𝑉) =
∞∑︁
𝑖=1

𝜇(𝑔𝑖𝑉) =
∞∑︁
𝑖=1

𝜇(𝑉) = ∞

whence 𝜇(𝐺) = ∞ as claimed. □
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2. Themetric coarse category

The goal of this chapter is to develop the appropriate framework to study topological
groups as metric spaces.

2.1 Coarsely Lipschitz maps and large-scale Lipschitz maps

An upper control is a non-decreasing function Φ+ : R+ −→ R+, and a lower control is
a non-decreasing functionΦ− : R+ −→ R+ ∪ {∞} so that lim

𝑡→∞
Φ−(𝑡) = ∞.

If𝑋,𝑌 are pseudo-metric spaces and 𝑓 : 𝑋 −→ 𝑌 is amap, anupper control for 𝑓 is an
upper controlΦ+ so that

𝑑𝑌( 𝑓 (𝑥), 𝑓 (𝑥′)) ≤ Φ+(𝑑𝑋(𝑥, 𝑥′))

for any 𝑥, 𝑥′ ∈ 𝑋, and dually a lower control for 𝑓 is a lower controlΦ− so that

Φ−(𝑑𝑋(𝑥, 𝑥′)) ≤ 𝑑𝑌( 𝑓 (𝑥), 𝑓 (𝑥′))

for any 𝑥, 𝑥′ ∈ 𝑋.
Definition 2.1. Let 𝑋,𝑌 be pseudo-metric spaces and let 𝑓 : 𝑋 −→ 𝑌 be a map. We say
that 𝑓 is

(i) coarsely Lipschitz if there exists an upper control for 𝑓 .

(ii) coarsely expansive if there exists a lower control for 𝑓 .

(iii) a coarse embedding if it is coarsely Lipschitz and coarsely expansive.

(iv) essentially surjective if 𝑓 (𝑋) is co-bounded in𝑌.

(v) a metric coarse equivalence if it is an essentially surjective coarse embedding.

If there exists ametric coarse equivalence 𝑓 : 𝑋 −→ 𝑌, we say that𝑋 and𝑌 are coarsely
equivalent.

Let us start with equivalent reformulations of the above conditions.

Proposition 2.2. Let 𝑋,𝑌 be pseudo-metric spaces and 𝑓 : 𝑋 −→ 𝑌 amap. The following
are equivalent.

(i) Themap 𝑓 is coarsely Lipschitz.

(ii) For all 𝑅 ≥ 0, there exists 𝑆 ≥ 0 so that if 𝑥, 𝑥′ ∈ 𝑋 have 𝑑𝑋(𝑥, 𝑥′) ≤ 𝑅, then
𝑑𝑌( 𝑓 (𝑥), 𝑓 (𝑥′)) ≤ 𝑆.

(iii) For any sequence of points (𝑥𝑛)𝑛∈N, (𝑥′𝑛)𝑛∈N in 𝑋 with sup
𝑛∈N

𝑑𝑋(𝑥𝑛 , 𝑥′𝑛) < ∞, we have

sup
𝑛∈N

𝑑𝑌( 𝑓 (𝑥𝑛), 𝑓 (𝑥′𝑛)) < ∞.
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Notes 2.1 Coarsely Lipschitz maps and large-scale Lipschitz maps

Proof. (i) =⇒ (ii) : Suppose that 𝑓 is coarsely Lipschitz, and denoteΦ+ an upper control
for 𝑓 . Let 𝑅 ≥ 0, and set 𝑆 ··= Φ+(𝑅) ≥ 0. Then, if 𝑥, 𝑥′ ∈ 𝑋 are so that 𝑑𝑋(𝑥, 𝑥′) ≤ 𝑅, it
follows that

𝑑𝑌( 𝑓 (𝑥), 𝑓 (𝑥′)) ≤ Φ+(𝑑𝑋(𝑥, 𝑥′)) ≤ Φ+(𝑅) = 𝑆
since 𝑓 is coarsely Lipschitz andΦ+ is non-decreasing. Thus (ii) holds.
(ii) =⇒ (iii) : Let (𝑥𝑛)𝑛∈N, (𝑥′𝑛)𝑛∈N be two sequences of points in 𝑋 with 𝐶 < ∞, where
𝐶 ··= sup

𝑛∈N
𝑑𝑋(𝑥𝑛 , 𝑥′𝑛). Using (ii), there is 𝑆 ≥ 0 so that

𝑑𝑌( 𝑓 (𝑥), 𝑓 (𝑥′)) ≤ 𝑆

if 𝑑𝑋(𝑥, 𝑥′) ≤ 𝐶. As 𝑑𝑋(𝑥𝑛 , 𝑥′𝑛) ≤ 𝐶 for any 𝑛 ∈ N, we have also
𝑑𝑌( 𝑓 (𝑥𝑛), 𝑓 (𝑥′𝑛)) ≤ 𝑆

for any 𝑛 ∈ N, and thus sup𝑛∈N 𝑑𝑌( 𝑓 (𝑥𝑛), 𝑓 (𝑥′𝑛)) ≤ 𝑆 < ∞, which shows (iii).
(iii) =⇒ (i) : For 𝑐 ∈ R+, define

Φ+(𝑐) ··= sup{𝑑𝑌( 𝑓 (𝑥), 𝑓 (𝑥′)) : 𝑥, 𝑥′ ∈ 𝑋, 𝑑𝑋(𝑥, 𝑥′) ≤ 𝑐}.
ThenΦ+ is positive and non-decreasing. Towards a contradiction, suppose thatΦ+(𝑐) =
∞ for some 𝑐 ∈ R+. This implies there exist two sequences (𝑥𝑛)𝑛∈N, (𝑥′𝑛)𝑛∈N ⊂ 𝑋 with
𝑑𝑋(𝑥𝑛 , 𝑥′𝑛) ≤ 𝑐 for any 𝑛 ∈ N and

lim
𝑛→∞

𝑑𝑌( 𝑓 (𝑥𝑛 , 𝑓 (𝑥′𝑛)) = Φ+(𝑐) = ∞

which is excluded by (iii). HenceΦ+ takes only finite values, and thus is indeed an upper
control for 𝑓 . □

Dualising the above proof, one gets the same statement for coarsely expansivemaps.
Proposition 2.3. Let 𝑋,𝑌 be pseudo-metric spaces and 𝑓 : 𝑋 −→ 𝑌 amap. The following
are equivalent.

(i) Themap 𝑓 is coarsely expansive.

(ii) For all 𝑟 ≥ 0, there exists 𝑠 ≥ 0 so that if 𝑥, 𝑥′ ∈ 𝑋 have 𝑑𝑋(𝑥, 𝑥′) ≥ 𝑟, then one has
𝑑𝑌( 𝑓 (𝑥), 𝑓 (𝑥′)) ≥ 𝑠.

(iii) For any sequence of points (𝑥𝑛)𝑛∈N, (𝑥′𝑛)𝑛∈N in 𝑋 with lim
𝑛→∞

𝑑𝑋(𝑥𝑛 , 𝑥′𝑛) = ∞, we have

lim
𝑛→∞

𝑑𝑌( 𝑓 (𝑥𝑛), 𝑓 (𝑥′𝑛)) = ∞.

Given twomaps 𝑓 , 𝑓 ′ : 𝑋 −→ 𝑌 between pseudo-metric spaces, we say that 𝑓 ′ is close
to 𝑓 (or 𝑓 ′ is at bounded distance from 𝑓 ) if there exists 𝐶 > 0 so that

𝑑𝑌( 𝑓 (𝑥), 𝑓 (𝑥′)) ≤ 𝐶

for any 𝑥, 𝑥′ ∈ 𝑋. This is the same as requiring that

sup
𝑥∈𝑋

𝑑𝑌( 𝑓 (𝑥), 𝑓 (𝑥′)) < ∞

and, in this case, we write 𝑓 ∼ 𝑓 ′.
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Notes 2.1 Coarsely Lipschitz maps and large-scale Lipschitz maps

Lemma 2.4. Closeness is an equivalence relation.

Proof. Clearly 𝑓 ∼ 𝑓 as 𝑑𝑌( 𝑓 (𝑥), 𝑓 (𝑥)) = 0 for any 𝑥 ∈ 𝑋. Symmetry of ∼ follows from
symmetry of 𝑑𝑌, and transitivity follows from the triangle inequality for 𝑑𝑌. □

The next result shows that properties from Definition 2.1 are invariant when taking
closemaps.

Proposition 2.5. Let𝑋,𝑌, 𝑍 be pseudo-metric spaces, 𝑓 , 𝑓 ′ : 𝑋 −→ 𝑌 two closemaps, and
𝑔, 𝑔′ : 𝑌 −→ 𝑍 two close maps.
(i) The map 𝑓 is coarsely Lipschitz (resp. coarsely expansive, a coarse embedding, essen-
tially surjective, a metric coarse equivalence) if and only if 𝑓 ′ is coarsely Lipschitz (resp.
coarsely expansive, a coarse embedding, essentially surjective, ametric coarse equivalence).
(ii) If 𝑓 , 𝑔 are both coarsely Lipschitz (resp. coarsely expansive, coarse embeddings, essen-
tially surjective, metric coarse equivalences), then 𝑔 ◦ 𝑓 is coarsely Lipschitz (resp. coarsely
expansive, a coarse embedding, essentially surjective, a metric coarse equivalence).
(iii) If 𝑔 is coarsely Lipschitz, then 𝑔 ◦ 𝑓 and 𝑔′ ◦ 𝑓 ′ are close.

Proof. (i) Suppose 𝑓 is coarsely Lipschitz, and let 𝐶 > 0 be so that 𝑑𝑌( 𝑓 (𝑥), 𝑓 ′(𝑥)) ≤ 𝐶 for
any 𝑥, 𝑥′ ∈ 𝑋. Let 𝑅 ≥ 0. As 𝑓 is coarsely Lipschitz, we find 𝐾 ≥ 0 so that

𝑑𝑋(𝑥, 𝑥′) ≤ 𝑅 =⇒ 𝑑𝑌( 𝑓 (𝑥), 𝑓 (𝑥′)) ≤ 𝐾.

Set 𝑆 ··= 𝐾 + 2𝐶, and let 𝑥, 𝑥′ ∈ 𝑋 with 𝑑𝑋(𝑥, 𝑥′) ≤ 𝑅. Then it follows that

𝑑𝑌( 𝑓 ′(𝑥), 𝑓 ′(𝑥′)) ≤ 𝑑𝑌( 𝑓 ′(𝑥), 𝑓 (𝑥)) + 𝑑𝑌( 𝑓 (𝑥), 𝑓 (𝑥′)) + 𝑑𝑌( 𝑓 (𝑥′), 𝑓 ′(𝑥′))
≤ 𝐾 + 2𝐶

= 𝑆.

As 𝑅 ≥ 0 was arbitrary, Proposition 2.2 guarantees that 𝑓 ′ is coarsely Lipschitz as well.
The converse follows swapping the roles of 𝑓 and 𝑓 ′.

Now, suppose that 𝑓 is essentially surjective. As above, let 𝐶 > 0 be so that

𝑑𝑌( 𝑓 (𝑥), 𝑓 ′(𝑥)) ≤ 𝐶

for any 𝑥, 𝑥′ ∈ 𝑋, and let 𝐶′ > 0 be so that any point in 𝑌 is at distance at most 𝐶′ from
the image of 𝑓 . Let 𝑦 ∈ 𝑌, and choose 𝑥 ∈ 𝑋 with 𝑑𝑌( 𝑓 (𝑥), 𝑦) ≤ 𝐶′. Then we get that

𝑑𝑌( 𝑓 ′(𝑥), 𝑦) ≤ 𝑑𝑌( 𝑓 ′(𝑥), 𝑓 (𝑥)) + 𝑑𝑌( 𝑓 (𝑥), 𝑦) ≤ 𝐶 + 𝐶′.

Hence anypoint of𝑌 is at distance atmost𝐶+𝐶′ from the image of 𝑓 ′, i.e. 𝑓 ′ is essentially
surjective. Once again, the converse follows by symmetry, and the proofs for the other
properties are completely similar.
(ii) Here alsowe only do the proof for one of the properties, and similar arguments apply
for the others. Suppose for instance that 𝑓 and 𝑔 are both coarsely expansive. Let 𝑟 ≥ 0.
Applying Proposition 2.3(ii) to 𝑓 , we find 𝑠 ≥ 0 so that

𝑑𝑋(𝑥, 𝑥′) ≥ 𝑟 =⇒ 𝑑𝑌( 𝑓 (𝑥), 𝑓 (𝑥′)) ≥ 𝑠

34



Notes 2.1 Coarsely Lipschitz maps and large-scale Lipschitz maps

and applying now Proposition 2.3(ii) to 𝑔, there is 𝑡 ≥ 0 so that

𝑑𝑌(𝑦, 𝑦′) ≥ 𝑠 =⇒ 𝑑𝑍(𝑔(𝑦), 𝑔(𝑦′)) ≥ 𝑡.

Combining these two implications,wenowconclude that if 𝑥, 𝑥′ ∈ 𝑋 are so that 𝑑𝑋(𝑥, 𝑥′) ≥
𝑟, then 𝑑𝑍((𝑔 ◦ 𝑓 )(𝑥), (𝑔 ◦ 𝑓 )(𝑥′)) ≥ 𝑡, proving that 𝑔 ◦ 𝑓 is coarsely expansive.
(iii) Let 𝐶 > 0 be so that 𝑑𝑌( 𝑓 (𝑥), 𝑓 ′(𝑥)) ≤ 𝐶 for any 𝑥 ∈ 𝑋, and let 𝐶′ > 0 playing the same
role for 𝑔 and 𝑔′. As 𝑔 is coarsely Lipschitz, there is 𝐾 ≥ 0 so that 𝑑𝑍(𝑔(𝑦), 𝑔(𝑦′)) ≤ 𝐾 if
𝑑𝑌(𝑦, 𝑦′) ≤ 𝐶. Then for any 𝑥 ∈ 𝑋 one has

𝑑𝑍(𝑔( 𝑓 (𝑥)), 𝑔′( 𝑓 ′(𝑥))) ≤ 𝑑𝑍(𝑔( 𝑓 (𝑥)), 𝑔( 𝑓 ′(𝑥))) + 𝑑𝑍(𝑔( 𝑓 ′(𝑥)), 𝑔′( 𝑓 ′(𝑥))) ≤ 𝐾 + 𝐶′

whence 𝑔 ◦ 𝑓 and 𝑔′ ◦ 𝑓 ′ are close. □

This propositionmotivates then the next definition.

Definition 2.6. Let 𝑋,𝑌 be pseudo-metric spaces. A coarse morphism from 𝑋 to 𝑌 is a
closeness class of coarsely Lipschitz maps from 𝑋 to𝑌.

The metric coarse category is the category whose objects are pseudo-metric spaces
and whosemorphisms are coarse morphisms.

Definition 2.7. Let 𝑋,𝑌 be pseudo-metric spaces and 𝑓 : 𝑋 −→ 𝑌 be amap. We say that
𝑓 is

(i) large-scale Lipschitz if it has an affine upper control, i.e. there exist 𝑐+ > 0, 𝑐′+ ≥ 0
so that

𝑑𝑌( 𝑓 (𝑥), 𝑓 (𝑥′)) ≤ 𝑐+𝑑𝑋(𝑥, 𝑥′) + 𝑐′+
for any 𝑥, 𝑥′ ∈ 𝑋.

(ii) large-scale expansive if it has an affine lower control, i.e. there exist 𝑐− > 0, 𝑐′− ≥ 0
so that

𝑑𝑌( 𝑓 (𝑥), 𝑓 (𝑥′)) ≥ 𝑐−𝑑𝑋(𝑥, 𝑥′) − 𝑐′−
for any 𝑥, 𝑥′ ∈ 𝑋.

(iii) a quasi-isometric embedding if it is large-scale Lipschitz and large-scale expansive.

(iv) a quasi-isometry if it is an essentially surjective quasi-isometric embedding.

If there is a quasi-isometry 𝑓 : 𝑋 −→ 𝑌, we say that 𝑋 and 𝑌 are quasi-isometric, and
wedenote𝑋 ∼𝑄.𝐼. 𝑌. Aswewill seebelow,∼𝑄.𝐼. is anequivalence relationamongpseudo-
metric spaces.

Remark 2.8. In particular, any large-scale Lipschitz map is coarsely Lipschitz, and any
large-scale expansive map is coarsely expansive.
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Example 2.9. (i) Consider 𝑋 = Z with its usual distance (induced from that of R) and
𝑌 = Rwith its usual distance. The natural inclusion Z ↩→ R is a quasi-isometry, since it
is an isometric map and since any real number is at distance at most 1 from an integer,
namely its integer part.

More generally, for any 𝑛 ≥ 1, the natural inclusion Z𝑛 ↩→ R𝑛 is a quasi-isometry,
since it is an isometry and since any 𝑛−tuple of real numbers (𝑥1, . . . , 𝑥𝑛) is at distance at
most

√
𝑛 from an 𝑛−tuple of integers, namely (⌊𝑥1⌋ , . . . , ⌊𝑥𝑛⌋).

(ii) Likewise, the natural inclusion 2Z ↩→ Z is also a quasi-isometry, since it is an isomet-
ric map and since any integer is at distance at most 1 from an even integer.

Here goes the natural analog of Proposition 2.5 for large-scale Lipschitz/expansive
maps.

Proposition 2.10. Let 𝑋,𝑌, 𝑍 be pseudo-metric spaces, 𝑓 , 𝑓 ′ : 𝑋 −→ 𝑌 two close maps,
and 𝑔, 𝑔′ : 𝑌 −→ 𝑍 two close maps.
(i) The map 𝑓 is large-scale Lipschitz (resp. large-scale expansive, a quasi-isometric em-
bedding, a quasi-isometry) if and only if 𝑓 ′ is large-scale Lipschitz (resp. large-scale ex-
pansive, a quasi-isometric embedding, a quasi-isometry).
(ii) If 𝑓 , 𝑔 are both large-scale Lipschitz (resp. large-scale expansive, quasi-isometric em-
beddings, quasi-isometries), then 𝑔◦ 𝑓 is large-scale Lipschitz (resp. large-scale expansive,
a quasi-isometric embedding, a quasi-isometry).

This in turn leads to a natural analog of themetric coarse category for large-scale Lip-
schitz maps.

Definition 2.11. Let𝑋,𝑌 be pseudo-metric spaces. A large-scalemorphism from𝑋 to𝑌
is a closeness class of large-scale Lipschitz maps from 𝑋 to𝑌.

The large-scale category is the subcategory of the metric coarse category whose ob-
jectsarepseudo-metric spacesandwhosemorphismsare large-scaleLipschitzmorphisms.

Definition 2.12. Let 𝑋,𝑌 be pseudo-metric spaces and 𝑓 : 𝑋 −→ 𝑌 be a map. We say
that 𝑓 is

(i) Lipschitz if there is 𝑐+ > 0 so that

𝑑𝑌( 𝑓 (𝑥), 𝑓 (𝑥′)) ≤ 𝑐+𝑑𝑋(𝑥, 𝑥′)

for any 𝑥, 𝑥′ ∈ 𝑋.

(ii) bilipschitz if there exist 𝑐+ > 0, 𝑐− ≥ 0 so that

𝑐−𝑑𝑋(𝑥, 𝑥′) ≤ 𝑑𝑌( 𝑓 (𝑥), 𝑓 (𝑥′)) ≤ 𝑐+𝑑𝑋(𝑥, 𝑥′)

for any 𝑥, 𝑥′ ∈ 𝑋.

(iii) a bilipschitz equivalence if it is bilipschitz and surjective.
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Let us now give additional examples of suchmaps.

Example 2.13. (i) Let 𝑓 : 𝑋 −→ 𝑌 be amap between two pseudo-metric spaces. If 𝑋 has
finite diameter, then 𝑓 is large-scale expansive, since

𝑑𝑌( 𝑓 (𝑥), 𝑓 (𝑥′)) ≥ 0 ≥ 𝑑𝑋(𝑥, 𝑥′) − diam(𝑋)

for all 𝑥, 𝑥′ ∈ 𝑋. If rather 𝑓 (𝑋) has finite diameter, then 𝑓 is large-scale Lipschitz, since

𝑑𝑌( 𝑓 (𝑥), 𝑓 (𝑥′)) ≤ diam( 𝑓 (𝑋))

for all 𝑥, 𝑥′ ∈ 𝑋. Lastly, if𝑌 has finite diameter and 𝑋 ≠ ∅, then 𝑓 is essentially surjective.
Combining these three facts, it follows that anynon-emptypseudo-metric spaceof finite
diameter is quasi-isometric to the one point space.
(ii) For any 𝑝 ≥ 1, themap IdR𝑛 : (R𝑛 , 𝑑∞) −→ (R𝑛 , 𝑑𝑝) is a bilipschitz equivalence, since

𝑑∞(𝑥, 𝑦) ≤ 𝑑𝑝(𝑥, 𝑦) ≤ 𝑛
1
𝑝 𝑑∞(𝑥, 𝑦)

for any 𝑥, 𝑦 ∈ R𝑛, where themetric 𝑑𝑝, 𝑑∞ are defined as

𝑑𝑝(𝑥, 𝑦) ··=
( 𝑛∑︁
𝑖=1

|𝑥𝑖 − 𝑦𝑖 |
1
𝑝

)𝑝
, 𝑑∞(𝑥, 𝑦) ··= max

1≤𝑖≤𝑛
|𝑥𝑖 − 𝑦𝑖 |

for any 𝑥 = (𝑥1, . . . , 𝑥𝑛), 𝑦 = (𝑦1, . . . , 𝑦𝑛) ∈ R𝑛.
(iii) Let (𝑋, 𝑑) be a pseudo-metric space. Define ametric 𝑑1 by setting

𝑑1(𝑥, 𝑥′) ··= max(1, 𝑑(𝑥, 𝑥′))

for all 𝑥 ≠ 𝑥′ ∈ 𝑋 and 𝑑1(𝑥, 𝑥) = 0 for all 𝑥 ∈ 𝑋. Then the map Id𝑋 : (𝑋, 𝑑) −→ (𝑋, 𝑑1) is a
quasi-isometry. Define now another metric 𝑑ln on 𝑋 by the formula

𝑑ln(𝑥, 𝑥′) ··= ln(1 + 𝑑(𝑥, 𝑥′)), 𝑥, 𝑥′ ∈ 𝑋.

Themap Id𝑋 : (𝑋, 𝑑) −→ (𝑋, 𝑑ln) is a metric coarse equivalence, since it is surjective and
the functionsΦ−(𝑡) = Φ+(𝑡) = ln(1+𝑡) are lower andupper controls for Id𝑋 . We claim that
Id𝑋 : (𝑋, 𝑑) −→ (𝑋, 𝑑ln) is large-scale expansive if and only if (𝑋, 𝑑) has finite diameter.

Proof. If (𝑋, 𝑑) has finite diameter, Id𝑋 is large-scale expansive by (i) above. Conversely,
assume there exist 𝑐− > 0, 𝑐′− ≥ 0with

𝑑ln(𝑥, 𝑥′) = ln(1 + 𝑑(𝑥, 𝑥′)) ≥ 𝑐−𝑑(𝑥, 𝑥′) − 𝑐′−
for all 𝑥, 𝑥′ ∈ 𝑋. Towards a contradiction, assume that diam(𝑋, 𝑑) = ∞, and pick two
sequences (𝑥𝑛)𝑛∈N, (𝑥′𝑛)𝑛∈N in 𝑋 so that 𝑑(𝑥𝑛 , 𝑥′𝑛) → ∞ as 𝑛 → ∞. It follows from the
assumption that

ln(1 + 𝑑(𝑥𝑛 , 𝑥′𝑛))
𝑑(𝑥𝑛 , 𝑥′𝑛)

≥ 𝑐− − 𝑐′−
𝑑(𝑥𝑛 , 𝑥′𝑛)

for all 𝑛 ∈ N large enough. Letting 𝑛 → ∞ in this inequality provides 𝑐− ≤ 0, a contradic-
tion. Thus (𝑋, 𝑑)must have finite diameter. □
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(iv) A pseudo-metric space 𝑋 is hyperdiscrete if the set

{(𝑥, 𝑥′) ∈ 𝑋2 : 𝑑𝑋(𝑥, 𝑥′) ≤ 𝑐, 𝑥 ≠ 𝑥′}

is finite for any 𝑐 > 0. Then every map from a hyperdiscrete pseudo-metric space to any
pseudo-metric space is coarsely Lipschitz.
(v) Let 𝑋 be a metric space, 𝑌 a pseudo-metric space, and suppose there is 𝑐 > 0 so that
𝑑𝑋(𝑥, 𝑥′) ≥ 𝑐 for all 𝑥 ≠ 𝑥′ ∈ 𝑋. Then amap 𝑓 : 𝑋 −→ 𝑌 is large-scale Lipschitz if and only
if it is Lipschitz. Indeed, suppose that 𝑓 is large-scale Lipschitz, whichmeans there exist
𝑐+ > 0, 𝑐′+ ≥ 0 so that

𝑑𝑌( 𝑓 (𝑥), 𝑓 (𝑥′)) ≤ 𝑐+𝑑𝑋(𝑥, 𝑥′) + 𝑐′+
for any 𝑥, 𝑥′ ∈ 𝑋. Now 1 ≤ 𝑑𝑋 (𝑥,𝑥′)

𝑐 for all 𝑥, 𝑥′ ∈ 𝑋, and it follows that

𝑑𝑌( 𝑓 (𝑥), 𝑓 (𝑥′)) ≤
(
𝑐+ + 𝑐′+

𝑐

)
𝑑𝑋(𝑥, 𝑥′)

for any 𝑥, 𝑥′ ∈ 𝑋.

The next lemma ensures that control functions are almost invertible.

Lemma 2.14. (i) Let Φ+ : R+ −→ R+ be an upper control. The functionΨ− : R+ −→ R+ ∪
{∞} defined by

Ψ−(𝑠) ··= inf{𝑟 ≥ 0 : Φ+(𝑟) ≥ 𝑠}, 𝑠 ≥ 0

is a lower control so thatΨ−(Φ+(𝑡)) ≤ 𝑡 for all 𝑡 ≥ 0.
(ii) LetΦ− : R+ −→ R+ ∪ {∞} be an upper control. The functionΨ+ : R+ −→ R+ defined by

Ψ+(𝑠) ··= sup{𝑟 ≥ 0 : Φ−(𝑟) ≤ 𝑠}, 𝑠 ≥ 0

is an upper control so thatΨ+(Φ−(𝑡)) ≥ 𝑡 for all 𝑡 ≥ 0.

Proof. Weonly prove (i) since the proof of (ii) is identical. ClearlyΨ−(𝑠) ≥ 0 for any 𝑠 ≥ 0.
Next, if 𝑠1 ≤ 𝑠2, and if 𝑟 ≥ 0 is so thatΦ+(𝑟) ≥ 𝑠2, then alsoΦ+(𝑟) ≥ 𝑠1, whenceΨ−(𝑠1) ≤ 𝑟.
It follows that Ψ−(𝑠1) ≤ inf{𝑟 ≥ 0 : Φ+(𝑟) ≥ 𝑠2} = Ψ−(𝑠2), and Ψ− is non-decreasing.
Lastly, if 𝑡 ≥ 0, we have

Ψ−(Φ+(𝑡)) = inf{𝑟 ≥ 0 : Φ+(𝑟) ≥ Φ+(𝑡)} ≤ 𝑡

since 𝑡 ∈ {𝑟 ≥ 0 : Φ+(𝑟) ≥ Φ+(𝑡)}. □

Proposition 2.15. Let𝑋,𝑌 be pseudo-metric spaces, 𝑓 : 𝑋 −→ 𝑌 a coarsely Lipschitzmap,
and 𝑓 the corresponding morphism in the metric coarse category. The following claims
hold.

(i) If 𝑋 ≠ ∅, 𝑓 is an epimorphism if and only if 𝑓 is essentially surjective.

(ii) Themorphism 𝑓 is a monomorphism if and only if 𝑓 is coarsely expansive.

38



Notes 2.1 Coarsely Lipschitz maps and large-scale Lipschitz maps

(iii) The morphism 𝑓 is an isomorphism if and only if 𝑓 is a metric coarse equivalence.
Moreover, if 𝑋 ≠ ∅, this holds if and only if 𝑓 is an epimorphism and a monomor-
phism.

Proof. (i) Assume first that 𝑓 is essentially surjective, and let 𝑐 ··= sup
𝑦∈𝑌

𝑑𝑋(𝑦, 𝑓 (𝑋)). Con-

sider a pseudo-metric space 𝑍 and two coarsely Lipschitz maps ℎ1, ℎ2 : 𝑌 −→ 𝑍 so that
ℎ1 ◦ 𝑓 ∼ ℎ2 ◦ 𝑓 . Hence there is 𝑐′ > 0 so that

𝑑𝑍(ℎ1( 𝑓 (𝑥)), ℎ2( 𝑓 (𝑥))) ≤ 𝑐′

for any 𝑥 ∈ 𝑋. Moreover, as ℎ1, ℎ2 are coarsely Lipschitz, we can find 𝑐1, 𝑐2 > 0 so that

𝑑𝑌(𝑦, 𝑦′) ≤ 𝑐 =⇒ 𝑑𝑍(ℎ1(𝑦), ℎ1(𝑦′)) ≤ 𝑐1, 𝑑𝑌(𝑦, 𝑦′) ≤ 𝑐 =⇒ 𝑑𝑍(ℎ2(𝑦), ℎ2(𝑦′)) ≤ 𝑐2

for all 𝑦, 𝑦′ ∈ 𝑌. Let now 𝑦 ∈ 𝑌, and choose 𝑥 ∈ 𝑋 with 𝑑𝑌(𝑦, 𝑓 (𝑥)) ≤ 𝑐. It then follows
from the above implications that

𝑑𝑍(ℎ1(𝑦), ℎ2(𝑦)) ≤ 𝑑𝑍(ℎ1(𝑦), ℎ1( 𝑓 (𝑥))) + 𝑑𝑍(ℎ1( 𝑓 (𝑥)), ℎ2( 𝑓 (𝑥))) + 𝑑𝑍(ℎ2( 𝑓 (𝑥)), ℎ2(𝑦))
≤ 𝑐1 + 𝑐′ + 𝑐2.

As 𝑦 ∈ 𝑌 was arbitrary, this proves that ℎ1 ∼ ℎ2, so 𝑓 is an epimorphism.
Conversely, suppose 𝑓 is not essentially surjective. Define ℎ1, ℎ2 : 𝑌 −→ R+ by ℎ1(𝑦) =

0, and ℎ2(𝑦) = 𝑑𝑌(𝑦, 𝑓 (𝑋)). Then ℎ1 ◦ 𝑓 = ℎ2 ◦ 𝑓 = 0, so ℎ1 ◦ 𝑓 ∼ ℎ2 ◦ 𝑓 , but ℎ1 / ℎ2, as
ℎ1(𝑌) = {0} is bounded inR+while ℎ2(𝑌) is not. As ℎ1, ℎ2 are coarsely Lipschitz (and thus
morphisms in themetric coarse category), we deduce that 𝑓 is not an epimorphism.
(ii) Suppose now that 𝑓 is coarsely expansive. Let Φ− be a lower control for 𝑓 andΨ+ an
upper control as inLemma2.14. Let𝑊 beapseudo-metric space and let ℎ1, ℎ2 : 𝑊 −→ 𝑋

be two coarsely Lipschitz maps so that 𝑓 ◦ ℎ1 ∼ 𝑓 ◦ ℎ2. Hence there is 𝑐 > 0 so that

𝑑𝑌( 𝑓 (ℎ1(𝑤)), 𝑓 (ℎ2(𝑤))) ≤ 𝑐

for any 𝑤 ∈𝑊 . It follows that

𝑑𝑋(ℎ1(𝑤), ℎ2(𝑤)) ≤ Ψ+(Φ−(𝑑𝑋(ℎ1(𝑤), ℎ2(𝑤))))
≤ Ψ+(𝑑𝑌( 𝑓 (ℎ1(𝑤)), 𝑓 (ℎ2(𝑤))))
≤ Ψ+(𝑐)

for any 𝑤 ∈𝑊 , which shows that ℎ1 ∼ ℎ2. Thus 𝑓 is a monomorphism.
Conversely, suppose that 𝑓 is not coarsely expansive. This implies there exist 𝑐 > 0

and (𝑥𝑛)𝑛∈N, (𝑥′𝑛)𝑛∈N ⊂ 𝑋 with lim
𝑛→∞

𝑑𝑋(𝑥𝑛 , 𝑥′𝑛) = ∞ and

𝑑𝑌( 𝑓 (𝑥𝑛), 𝑓 (𝑥′𝑛)) ≤ 𝑐

forall𝑛 ∈ N. Considernow𝑊 ··= {𝑛2 : 𝑛 ∈ N} endowedwith theusualmetric (𝑑𝑊 (𝑛2, 𝑚2) =
|𝑛2 − 𝑚2 |, 𝑛, 𝑚 ∈ N), and the maps ℎ1, ℎ2 : 𝑊 −→ 𝑋, ℎ1(𝑛2) = 𝑥𝑛 , ℎ2(𝑛2) = 𝑥′𝑛. As𝑊 is a
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hyperdiscrete pseudo-metric space, Example 2.13(iv) applies and guarantees that ℎ1, ℎ2
are coarsely Lipschitz. Now 𝑓 ◦ ℎ1 ∼ 𝑓 ◦ ℎ2, but ℎ1 / ℎ2 as 𝑑𝑋(𝑥𝑛 , 𝑥′𝑛) → ∞when 𝑛 → ∞.
Hence 𝑓 is not a monomorphism.
(iii) Suppose that 𝑓 is ametric coarse equivalence. If𝑋 = 𝑌 = ∅, there is nothing to prove.
If𝑌 ≠ ∅, then so is𝑋 (since the onlymap ∅ −→ 𝑌 is not essentially surjective). LetΦ−,Φ+
be lower and upper controls for 𝑓 and let 𝑐 > 0 be so that 𝑑𝑌(𝑦, 𝑓 (𝑋)) ≤ 𝑐 for any 𝑦 ∈ 𝑌.
LetΨ+ be as in Lemma 2.14 and letΨ− be the lower control given by

Ψ−(𝑠) = inf{𝑟 ≥ 0 : Φ+(𝑟) + 2𝑐 ≥ 𝑠}, 𝑠 ≥ 0.

For each 𝑦 ∈ 𝑌, pick 𝑥𝑦 ∈ 𝑋 so that 𝑑𝑌(𝑦, 𝑓 (𝑥𝑦)) ≤ 𝑐, and define 𝑔 : 𝑌 −→ 𝑋 by 𝑔(𝑦) ··= 𝑥𝑦.
Let 𝑦, 𝑦′ ∈ 𝑌. Then we have

𝑑𝑋(𝑔(𝑦), 𝑔(𝑦′)) ≤ Ψ+(Φ−(𝑑𝑋(𝑔(𝑦), 𝑔(𝑦′))))
≤ Ψ+(𝑑𝑌( 𝑓 (𝑔(𝑦)), 𝑓 (𝑔(𝑦′))))
= Ψ+(𝑑𝑌( 𝑓 (𝑥𝑦), 𝑓 (𝑥𝑦′)))
≤ Ψ+(𝑑𝑌(𝑦, 𝑦′) + 2𝑐)

which proves that 𝑠 ↦−→ Φ+(𝑠 + 2𝑐) is an upper control for 𝑔, which is then coarsely Lips-
chitz. On the other hand, we have

𝑑𝑌(𝑦, 𝑦′) ≤ 𝑑𝑌(𝑦, 𝑓 (𝑔(𝑦))) + 𝑑𝑌( 𝑓 (𝑔(𝑦)), 𝑓 (𝑔(𝑦′))) + 𝑑𝑌( 𝑓 (𝑔(𝑦′)), 𝑦′)
≤ Φ+(𝑑𝑋(𝑔(𝑦), 𝑔(𝑦′)) + 2𝑐

= Φ̃+(𝑑𝑋(𝑔(𝑦), 𝑔(𝑦′)))

for any 𝑦, 𝑦′ ∈ 𝑌, where Φ̃+(𝑠) ··= Φ+(𝑠) + 2𝑐, 𝑠 ≥ 0. It follows that

Ψ−(𝑑𝑌(𝑦, 𝑦′)) ≤ Ψ−(Φ̃+(𝑑𝑋(𝑔(𝑦), 𝑔(𝑦′)))) ≤ 𝑑𝑌(𝑔(𝑦), 𝑔(𝑦′))

for all 𝑦, 𝑦′ ∈ 𝑌. Therefore 𝑔 is coarsely expansive as well. By construction, we have
𝑓 ◦ 𝑔 ∼ Id𝑌, so 𝑓 ◦ 𝑔 ◦ 𝑓 ∼ 𝑓 , and as 𝑓 is a monomorphism by (ii), we conclude that
𝑔 ◦ 𝑓 ∼ Id𝑋 , and finally that 𝑓 is an isomorphismwith inverse 𝑔.

Conversely, if 𝑓 is an isomorphism, then 𝑓 is essentially surjective by (i) and coarsely
expansive by (ii), thus it is a metric coarse equivalence. □

It follows from this result and the fact that compositions of metric coarse equiva-
lences are metric coarse equivalences that being coarsely equivalent is an equivalence
relation among pseudo-metric spaces.

Definition 2.16. Let 𝑋,𝑌 be pseudo-metric spaces and let 𝑓 : 𝑋 −→ 𝑌 be a coarsely Lip-
schitz map. We say that 𝑓 is

(i) coarsely right-invertible if there exists a coarsely Lipschitz map 𝑔 : 𝑌 −→ 𝑋 so that
𝑓 ◦ 𝑔 ∼ Id𝑌.
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(ii) coarsely left-invertible if there exists a coarsely Lipschitz map 𝑔 : 𝑌 −→ 𝑋 so that
𝑔 ◦ 𝑓 ∼ Id𝑋 .

(iii) coarsely invertible if it is both left-invertible and right-invertible.

Remark 2.17. If 𝑓 : 𝑋 −→ 𝑌 is coarsely Lipschitz and coarsely right-invertible, then 𝑓 is
an epimorphism. Dually, if 𝑓 is coarsely left-invertible, then 𝑓 is a monomorphism. In
particular, 𝑓 is coarsely invertible if and only if 𝑓 is an isomorphism, i.e. if and only if 𝑓 is
a metric coarse equivalence.

Definition 2.18. Let 𝑌 be a pseudo-metric space. A subspace 𝑍 of 𝑌 is a coarse retract
of 𝑌 if the inclusion map 𝑖 : 𝑍 ↩→ 𝑌 is left-invertible, i.e. there exists a coarsely Lipschitz
map 𝑟 : 𝑌 −→ 𝑍 so that 𝑟 ◦ 𝑖 ∼ Id𝑍.

Retractionsprovideanalternativecharacterisationsof coarseexpansivenessandcoarse
left-invertibility.

Proposition 2.19. Let 𝑋,𝑌 be pseudo-metric spaces and 𝑓 : 𝑋 −→ 𝑌 be a coarsely Lips-
chitz map. Denote 𝑓im : 𝑋 −→ 𝑓 (𝑋) the map induced by 𝑓 . Then the following holds.

(i) Themap 𝑓 is coarsely expansive if and only if 𝑓im is a metric coarse equivalence.

(ii) Themap 𝑓 is coarsely left-invertible if and only if it is coarsely expansive and 𝑓 (𝑋) is
a coarse retract.

Proof. (i) directly follows from the definitions.
(ii) Suppose that 𝑓 is coarsely left-invertible and let 𝑔 : 𝑌 −→ 𝑋 be a coarsely Lipschitz
map so that 𝑔 ◦ 𝑓 ∼ Id𝑋 . Denote 𝑖 the natural inclusion of 𝑓 (𝑋) into 𝑌. It follows from
Remark 2.17 that 𝑓 is a monomorphism, so 𝑓 is coarsely expansive by Proposition 2.15.
Nowwe have

Id 𝑓 (𝑋) ◦ 𝑓im = 𝑓 ◦ Id𝑋 ∼ 𝑓im ◦ (𝑔 ◦ 𝑖 ◦ 𝑓im)
and since 𝑓im is a metric coarse equivalence by (i) we conclude that Id𝑋 ∼ ( 𝑓im ◦ 𝑔) ◦ 𝑖,
and 𝑓im ◦ 𝑔 is a coarse retraction from𝑌 to 𝑓 (𝑋).

Conversely, suppose 𝑓 is coarsely expansive and that 𝑓 (𝑋) is a coarse retract. Let
𝑟 : 𝑌 −→ 𝑓 (𝑋) be a coarse retraction. By (i), 𝑓im is a metric coarse equivalence, so let
𝑗 : 𝑓 (𝑋) −→ 𝑋 be a coarsely Lipschitz map so that 𝑗 and 𝑓 are inverses of each other.
Then one has

(𝑗 ◦ 𝑟) ◦ 𝑓 = 𝑗 ◦ (𝑟 ◦ 𝑖) ◦ 𝑓im
∼ 𝑗 ◦ Id 𝑓 (𝑋) ◦ 𝑓im
= 𝑗 ◦ 𝑓im
∼ Id𝑋

whence 𝑗 ◦ 𝑟 is a coarse left inverse for 𝑓 . □
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Definition 2.20. Let 𝑋,𝑌 be pseudo-metric spaces. We say that𝑌 is coarsely retractable
on𝑋 if there is a coarsely right-invertible coarsely Lipschitzmap from𝑌 to𝑋, or equiva-
lently if there is a coarsely left-invertible coarsely Lipschitz map from 𝑋 to𝑌.

We conclude this part by the analog of Proposition 2.15 in the large-scale category.

Proposition 2.21. Let 𝑋,𝑌 be pseudo-metric spaces, 𝑓 : 𝑋 −→ 𝑌 a large-scale Lipschitz
map, and 𝑓 the correspondingmorphism in the large-scale category. The following equiv-
alences hold.

(i) If 𝑋 ≠ ∅, 𝑓 is an epimorphism if and only if 𝑓 is essentially surjective.

(ii) Themorphism 𝑓 is a monomorphism if and only if 𝑓 is large-scale expansive.

(iii) The morphism 𝑓 is an isomorphism if and only if 𝑓 is a quasi-isometry. Moreover, if
𝑋 ≠ ∅, this holds if and only if 𝑓 is an epimorphism and amonomorphism.

2.2 Coarse and large-scale properties

Let (𝑋, 𝑑𝑋) is a pseudo-metric space and 𝑐 > 0. If 𝑥, 𝑥′ ∈ 𝑋 and 𝑛 ≥ 0, a 𝑐−path of 𝑛
steps from 𝑥 to 𝑥′ in 𝑋 is a sequence

𝑥 = 𝑥0, 𝑥1, . . . , 𝑥𝑛−1, 𝑥𝑛 = 𝑥′

of points in 𝑋 so that 𝑑𝑋(𝑥𝑖−1, 𝑥𝑖) ≤ 𝑐 for all 𝑖 = 1, . . . , 𝑛.

Definition 2.22. Let (𝑋, 𝑑𝑋) be a pseudo-metric space and 𝑐 > 0. We say that 𝑋 is

(i) 𝑐−coarsely connected if for any pair of points 𝑥, 𝑥′ ∈ 𝑋, there is a 𝑐−path from 𝑥 to
𝑥′.

(ii) 𝑐−coarsely geodesic if there exists an upper controlΦ so that, for any pair of points
𝑥, 𝑥′ ∈ 𝑋, there is a 𝑐−path of at mostΦ(𝑑𝑋(𝑥, 𝑥′)) steps from 𝑥 to 𝑥′.

(iii) 𝑐−large-scale geodesic if there exist 𝑎 > 0, 𝑏 ≥ 0 so that for any pair of points 𝑥, 𝑥′ ∈
𝑋, there is a 𝑐−path of at most 𝑎𝑑𝑋(𝑥, 𝑥′) + 𝑏 steps from 𝑥 to 𝑥′.

(iv) 𝑐−geodesic if for anypair of points 𝑥, 𝑥′ ∈ 𝑋, there is a 𝑐−path 𝑥 = 𝑥0, 𝑥1, . . . , 𝑥𝑛 = 𝑥′

so that

𝑑𝑋(𝑥, 𝑥′) =
𝑛∑︁
𝑖=1

𝑑𝑋(𝑥𝑖−1, 𝑥𝑖).

(v) geodesic if for any pair of points 𝑥, 𝑥′ ∈ 𝑋 with 𝑑𝑋(𝑥, 𝑥′) > 0, there exists an isomet-
ric map 𝜎 : [0, 𝑑𝑋(𝑥, 𝑥′)] −→ 𝑋 so that 𝜎(0) = 𝑥 and 𝜎(𝑑𝑋(𝑥, 𝑥′)) = 𝑥′.

We say that 𝑋 is coarsely connected (resp. coarsely geodesic, large-scale geodesic) if it is
𝑐−coarsely connected (resp. 𝑐−coarsely geodesic, 𝑐−large-scale geodesic) for some 𝑐 >
0.
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Remark 2.23. (i) Clearly, we have

𝑋 geodesic =⇒ 𝑋 𝑐-geodesic
=⇒ 𝑋 large-scale geodesic
=⇒ 𝑋 coarsely geodesic
=⇒ 𝑋 coarsely connected.

(ii) If𝑋 is 𝑐−coarsely connected (resp. 𝑐−coarselygeodesic, 𝑐−large-scalegeodesic, 𝑐−geodesic)
for some 𝑐 > 0, then 𝑋 is 𝐶−coarsely connected (resp. 𝐶−coarsely geodesic, 𝐶−large-
scale geodesic, 𝐶−geodesic) for any 𝐶 ≥ 𝑐.

Proposition 2.24. Coarse connectedness, coarse geodesicity (resp. large-scale geodesicity)
are invariant under metric coarse equivalences (resp. quasi-isometries).

Proof. We show the proof for large-scale geodesicity, and the others are completely sim-
ilar. Suppose that 𝑓 : 𝑋 −→ 𝑌 is a (𝐶, 𝐾)−quasi-isometry, with 𝐶 ≥ 1 and 𝐾 ≥ 0, and let
𝑐 > 0 be so that 𝑋 is 𝑐−large scale geodesic and any point of 𝑌 is at distance at most 𝑐
from 𝑓 (𝑋). Let 𝑦, 𝑦′ ∈ 𝑌 and let 𝑥, 𝑥′ ∈ 𝑋 be so that

𝑑𝑋(𝑦, 𝑓 (𝑥)), 𝑑𝑋(𝑦′, 𝑓 (𝑥′)) ≤ 𝑐.

As 𝑋 is 𝑐−large scale geodesic, there exist 𝑎 > 0, 𝑏 ≥ 0 and a 𝑐−path

𝑥 = 𝑥0, 𝑥1, . . . , 𝑥𝑛 = 𝑥′

so that 𝑛 ≤ 𝑎𝑑𝑋(𝑥, 𝑥′) + 𝑏. Set

𝑦0 ··= 𝑦, 𝑦1 ··= 𝑓 (𝑥1), 𝑦2 ··= 𝑓 (𝑥2), . . . , 𝑦𝑛−1 ··= 𝑓 (𝑥𝑛−1), 𝑦𝑛 ··= 𝑦′.

Then one has

𝑑𝑌(𝑦𝑖−1, 𝑦𝑖) = 𝑑𝑌( 𝑓 (𝑥𝑖−1), 𝑓 (𝑥𝑖))
≤ 𝐶𝑑𝑋(𝑥𝑖−1, 𝑥𝑖) + 𝐾
≤ 𝐶 · 𝑐 + 𝐾

for all 𝑖 = 2, . . . , 𝑛 − 1, and also

𝑑𝑌(𝑦0, 𝑦1) = 𝑑𝑌(𝑦, 𝑓 (𝑥1))
≤ 𝑑𝑌(𝑦, 𝑓 (𝑥)) + 𝑑𝑌( 𝑓 (𝑥0), 𝑓 (𝑥1))
≤ 𝑐 + (𝐶 · 𝑐 + 𝐾)
= (𝐶 + 1)𝑐 + 𝐾

and

𝑑𝑌(𝑦𝑛−1, 𝑦𝑛) = 𝑑𝑌( 𝑓 (𝑥𝑛−1), 𝑦′)
≤ 𝑑𝑌( 𝑓 (𝑥𝑛−1), 𝑓 (𝑥𝑛)) + 𝑑𝑌( 𝑓 (𝑥′), 𝑦′)
≤ 𝑐 + (𝐶 · 𝑐 + 𝐾)
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= (𝐶 + 1)𝑐 + 𝐾.

Thus 𝑦 = 𝑦0, 𝑦1, . . . , 𝑦𝑛 = 𝑦′ is a ((𝐶 + 1)𝑐 + 𝐾)−path between 𝑦 and 𝑦′ in𝑌, of at most

𝑛 ≤ 𝑎𝑑𝑋(𝑥, 𝑥′) + 𝑏 ≤ 𝑎(𝐶𝑑𝑌( 𝑓 (𝑥), 𝑓 (𝑥′)) + 𝐶𝐾) + 𝑏 ≤ 𝑎𝐶(2𝑐 + 𝑑𝑌(𝑦, 𝑦′)) + 𝑎𝐶𝐾 + 𝑏

steps, and the latter is indeed an affine upper bound on the length 𝑛 of the path in term
of the distance 𝑑𝑌(𝑦, 𝑦′) between 𝑦 and 𝑦′. As 𝑦, 𝑦′ ∈ 𝑌 were arbitrary, it follows that 𝑌 is
large-scale geodesic as well. □

In fact, we have the following characterization of those three properties.

Proposition 2.25. Let (𝑋, 𝑑𝑋) be a pseudo-metric space. The following claims hold.

(i) 𝑋 is coarsely connected if and only if 𝑋 is coarsely equivalent to a connected metric
space.

(ii) 𝑋 is coarsely geodesic if and only if it is coarsely equivalent to a geodesicmetric space.

(iii) 𝑋 is large-scale geodesic if and only if it is quasi-isometric to a geodesicmetric space.

The proof of this proposition relies on the next construction and its basic properties.

Definition 2.26. Let 𝑐 > 0, and let (𝑋, 𝑑𝑋) be a 𝑐−coarsely connected pseudo-metric
space. Let (𝑋Haus, 𝑑Haus) be the largest Hausdorff quotient of 𝑋, i.e. the quotient of 𝑋 by
theequivalence relation𝑅definedas 𝑥𝑅𝑦 ⇐⇒ 𝑑𝑋(𝑥, 𝑦) = 0. Let𝑋𝑐 denote theconnected
graph with vertex set 𝑋Haus, in which edges connect pairs (𝑥, 𝑦) ∈ 𝑋Haus × 𝑋Haus with
0 < 𝑑Haus(𝑥, 𝑦) ≤ 𝑐. Let 𝑑𝑐 be the combinatorial metric on 𝑋𝑐, with edges of length 𝑐.

Note that, by construction, (𝑋𝑐 , 𝑑𝑐) is geodesic (hence connected).
Consider now the natural map 𝜑 : (𝑋, 𝑑𝑋) −→ (𝑋𝑐 , 𝑑𝑐), 𝑥 ↦−→ [𝑥].

Lemma 2.27. Let 𝑐 > 0, (𝑋, 𝑑𝑋) a 𝑐−coarsely connected pseudo-metric space. The natural
map 𝜑 : (𝑋, 𝑑𝑋) −→ (𝑋𝑐 , 𝑑𝑐) has the following properties.

(i) For all 𝑥, 𝑦 ∈ 𝑋, 𝑑𝑋(𝑥, 𝑦) ≤ 𝑑𝑐([𝑥], [𝑦]). In particular, 𝜑 is large-scale expansive.

(ii) Themap 𝜑 is essentially surjective, and sup
𝑤∈𝑋𝑐

𝑑𝑐(𝑤, 𝜑(𝑋)) ≤ 𝑐

2
.

(iii) If (𝑋, 𝑑𝑋) is coarsely geodesic, then 𝜑 is coarsely Lipschitz, and thus is ametric coarse
equivalence.

(iv) If (𝑋, 𝑑𝑋) is large-scale geodesic, then 𝜑 is large-scale expansive, and thus is a quasi-
isometry.
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Proof. All claims are straightforward, so we only show the proof of (iii). Assume 𝑋 is
𝑐−coarsely geodesic, and fix two points 𝑥, 𝑦 ∈ 𝑋. Then one finds a 𝑐−path

𝑥 = 𝑥0, 𝑥1, . . . , 𝑥𝑛−1, 𝑥𝑛 = 𝑦

and an upper controlΦ : R+ −→ R+ so that 𝑛 ≤ Φ(𝑑𝑋(𝑥, 𝑦)). Hence we get

𝑑𝑐(𝜑(𝑥), 𝜑(𝑦)) = 𝑑𝑐([𝑥0], [𝑥𝑛])
≤ 𝑑𝑐([𝑥0], [𝑥1]) + · · · + 𝑑𝑐([𝑥𝑛−1], [𝑥𝑛])
= 𝑛𝑐

≤ 𝑐Φ(𝑑𝑋(𝑥, 𝑦))
= Φ̃(𝑑𝑋(𝑥, 𝑦))

where Φ̃ ··= 𝑐Φ. Thus 𝜑 is coarsely Lipschitz as claimed. □

Proof of Proposition 2.25. For (i) we refer to [5, proposition 3.B.7], that uses a slightmod-
ification of the space (𝑋𝑐 , 𝑑𝑐).
(ii) If 𝑋 is coarsely geodesic, then it is coarsely equivalent to a geodesic metric space by
Lemma 2.27(iii). Conversely, if it is coarsely equivalent to a geodesic metric space, it is
coarsely geodesic as a direct consequence of Remark 2.23 and Proposition 2.24.
(iii) is proved in the same way as (ii), using this time Lemma 2.27(iv). □

Large-scale geodesicity can also be used to boost coarse properties formaps to large-
scale properties.

Proposition 2.28. Let 𝑋,𝑌 be pseudo-metric spaces and 𝑓 : 𝑋 −→ 𝑌 amap.

(i) If 𝑋 is large-scale geodesic and 𝑓 is coarsely Lipschitz, then 𝑓 is large-scale Lipschitz.

(ii) If𝑋,𝑌 are large-scale geodesic and 𝑓 is ametric coarse equivalence, then 𝑓 is a quasi-
isometry.

Proof. (i) Assume that 𝑋 is 𝑐−large-scale geodesic, and let 𝑎 > 0, 𝑏 ≥ 0 be so that any
pair of points 𝑥, 𝑥′ ∈ 𝑋 can be joined by a 𝑐−path of at most 𝑎𝑑𝑋(𝑥, 𝑥′) + 𝑏 steps. As 𝑓 is
coarsely Lipschitz, we find 𝐶 ≥ 0 so that

𝑑𝑋(𝑥, 𝑥′) ≤ 𝑐 =⇒ 𝑑𝑌( 𝑓 (𝑥), 𝑓 (𝑥′)) ≤ 𝐶. (3)

Let 𝑥, 𝑥′ ∈ 𝑋 and choose a 𝑐−path 𝑥 = 𝑥0, 𝑥1, . . . , 𝑥𝑛 = 𝑥′ from 𝑥 to 𝑥′ of at most 𝑛 ≤
𝑎𝑑𝑋(𝑥, 𝑥′) + 𝑏 steps. Then

𝑑𝑌( 𝑓 (𝑥), 𝑓 (𝑥′)) ≤
𝑛∑︁
𝑖=1

𝑑𝑌( 𝑓 (𝑥𝑖−1), 𝑓 (𝑥𝑖))

≤ 𝐶𝑛

≤ 𝐶(𝑎𝑑𝑋(𝑥, 𝑥′) + 𝑏)
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= (𝑎𝐶)𝑑𝑋(𝑥, 𝑥′) + 𝑏𝐶

where the first inequality follows from the triangle inequality and the second one follows
from (3). Hence 𝑓 is large-scale Lipschitz.
(ii) follows directly from (i) applied to 𝑓 and to 𝑔 : 𝑌 −→ 𝑋 a metric coarse equivalence
so that 𝑔 ◦ 𝑓 ∼ Id𝑋 and 𝑓 ◦ 𝑔 ∼ Id𝑌. □

2.3 Groups as pseudo-metric spaces

In this part, we use results of Chapter 1 to explain how topological groups can be seen
as objects in themetric coarse category. Additionally, this provides numerous examples
of metric coarse equivalences and quasi-isometries.
Definition 2.29. Let 𝐺 be a topological group. A pseudo-metric 𝑑 on 𝐺 is adapted if it is
left-invariant, proper, and locally bounded.

Since a topological group𝐺 is a homogeneous space (Remark 1.15), a pseudo-metric
𝑑 on 𝐺 is adapted if it is left-invariant, balls centered at the identity 𝑒 ∈ 𝐺 are relatively
compact, and are neighborhoods of 𝑒 ∈ 𝐺 for large enough radius.

We start with ametric characterisation of 𝜎−compactness.
Theorem 2.30. Let 𝐺 be a locally compact group. The following claims are equivalent.

(i) The group 𝐺 is 𝜎−compact.

(ii) There exists an adapted continuous pseudo-metric on 𝐺.

(iii) There exists an adapted pseudo-metric on 𝐺.

(iv) There exists an adaptedmetric on 𝐺.

Proof. (i) =⇒ (ii) : Assume that 𝐺 is 𝜎−compact and locally compact. By Theorem 1.34,
there is a compact normal subgroup 𝐾 so that 𝐺/𝐾 is metrisable. Equivalently, it is first-
countable (Theorem1.32), andas it is also 𝜎−compact, Theorem1.33ensures thereexists
on 𝐺/𝐾 a left-invariant proper compatible metric 𝑑𝐺/𝐾. Now themap

𝑑 : 𝐺 × 𝐺 −→ [0,+∞), (𝑔, ℎ) ↦−→ 𝑑𝐺/𝐾(𝑔𝐾, ℎ𝐾)

is an adapted continuous pseudo-metric on 𝐺.
(ii) =⇒ (iii) is obvious.
(iii) =⇒ (iv) : If 𝑑 is an adapted pseudo-metric on 𝐺, then themap 𝑑′ : 𝐺 × 𝐺 −→ [0,+∞)
defined by 𝑑′(𝑔, ℎ) = 1 + 𝑑(𝑔, ℎ) if 𝑔 ≠ ℎ and 𝑑′(𝑔, 𝑔) = 0 is an adaptedmetric on 𝐺.
(iv) =⇒ (i) : Let 𝑑 be an adaptedmetric on 𝐺. Then

𝐺 =
⋃
𝑛∈N

𝐵𝑑(𝑒 , 𝑛)

and subsets appearing in this union are compact since 𝑑 is proper. Thus𝐺 is 𝜎−compact,
as announced. □
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Theorem 2.30 gives other examples of coarsely Lipschitz maps, namely any continu-
ous homomorphism between 𝜎−compact locally compact groups.

Proposition 2.31. Let 𝐺1, 𝐺2 be two 𝜎−compact locally compact groups, equipped with
adapted pseudo-metrics 𝑑1 and 𝑑2 respectively.

If 𝑓 : (𝐺1, 𝑑1) −→ (𝐺2, 𝑑2) is a continuous homomorphism, then 𝑓 is coarsely Lipschitz,
and it is coarsely expansive if and only if it is proper.

Proof. Let 𝑅1 > 0. By Proposition 2.2, we must find 𝑅2 > 0 so that if 𝑔1, ℎ1 ∈ 𝐺1 have
𝑑1(𝑔1, ℎ1) ≤ 𝑅1, then 𝑑2( 𝑓 (𝑔1), 𝑓 (𝑔2)) ≤ 𝑅2.

The ball 𝐵1 ··= {𝑔 ∈ 𝐺1 : 𝑑1(𝑒𝐺1 , 𝑔) ≤ 𝑅1} is relatively compact since 𝑑1 is proper.
As 𝑓 is continuous, 𝑓 (𝐵1) is relatively compact, and thus bounded in (𝐺2, 𝑑2) since 𝑑2 is
locally bounded (see the remark right after Definition 1.3, that applies since 𝐺2 is locally
compact). Hence there is 𝑅2 > 0 so that

𝑓 (𝐵1) ⊂ 𝐵2 ··= {𝑔 ∈ 𝐺2 : 𝑑2(𝑒𝐺2 , 𝑔) ≤ 𝑅2}.

Now, if 𝑔1, ℎ1 ∈ 𝐺1 have 𝑑1(𝑔1, ℎ1) ≤ 𝑅1, then 𝑑1(𝑒𝐺1 , 𝑔
−1
1 ℎ1) ≤ 𝑅1 by left-invariance, i.e.

𝑔−11 ℎ1 ∈ 𝐵1, whence 𝑓 (𝑔−11 ℎ1) ∈ 𝐵2 by the above inclusion. This means that

𝑑2(𝑒𝐺2 , 𝑓 (𝑔−11 ℎ1)) ≤ 𝑅2

or equivalently 𝑑2( 𝑓 (𝑔1), 𝑓 (ℎ1)) ≤ 𝑅2 since 𝑓 is a homomorphism and 𝑑2 is left-invariant.
It follows that 𝑓 is coarsely Lipschitz.

Now, suppose 𝑓 is coarsely expansive, and letΦ− be a lower control for 𝑓 . Consider a
compact subset 𝐿 ⊂ 𝐺2. As 𝑑2 is locally bounded, there is 𝑅2 > 0 so that 𝐿 ⊂ 𝐵2, where
𝐵2 is as above. Let 𝑅1 ··= inf{𝑅 ≥ 0 : Φ−(𝑅) ≥ 𝑅2}. SinceΦ−(𝑑1(𝑒𝐺1 , 𝑔)) ≤ 𝑑2(𝑒𝐺2 , 𝑓 (𝑔)) for
any 𝑔 ∈ 𝐺1, it follows that

𝑓 −1(𝐿) ⊂ 𝑓 −1(𝐵2) ⊂ 𝐵1

and since 𝑑1 is proper, 𝐵1 is relatively compact. Thus 𝑓 −1(𝐿) is contained in a compact
set, and since 𝐿 is closed (it is compact in 𝐺2 which is Hausdorff) and 𝑓 is continuous,
𝑓 −1(𝐿) is closed in 𝐺1. We conclude that 𝑓 −1(𝐿) is compact, and thus 𝑓 is proper.

Conversely, assume 𝑓 is proper, and let 𝑅2 ≥ 0. Then 𝐵2 is compact, and 𝑓 is proper,
so 𝑓 −1(𝐵2) is relatively compact in 𝐺1. The pseudo-metric 𝑑1 being locally bounded, we
find 𝑅1 ≥ 0 so that

𝑓 −1(𝐵2) ⊂ 𝐵1 = {𝑔 ∈ 𝐺1 : 𝑑1(𝑒𝐺1 , 𝑔) ≤ 𝑅1}.
If 𝑔1, ℎ1 ∈ 𝐺1 are so that 𝑑1(𝑔1, ℎ1) > 𝑅1, then 𝑔−11 ℎ1 ∉ 𝐵1, whence 𝑔−11 ℎ1 ∉ 𝑓 −1(𝐵2), i.e.
𝑓 (𝑔1)−1 𝑓 (ℎ1) ∉ 𝐵2. Hence

𝑑2( 𝑓 (𝑔1)−1 𝑓 (ℎ1), 𝑒𝐺2) > 𝑅2

which amounts to say that 𝑑2( 𝑓 (𝑔1), 𝑓 (ℎ1)) > 𝑅2 by left-invariance of 𝑑2. We conclude
from Proposition 2.3 that 𝑓 is coarsely expansive. □

In particular, we deduce that for a 𝜎−compact locally compact group, the adapted
pseudo-metric provided by Theorem 2.30 is unique up tometric coarse equivalence.
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Corollary 2.32. Let𝐺 be a 𝜎−compact locally compact group,𝐻 a closed subgroup, 𝑑𝐺 , 𝑑′𝐺
two adapted pseudo-metrics on𝐺, and 𝑑𝐻 an adapted pseudo-metric on𝐻. The following
hold.

(i) The inclusionmap (𝐻, 𝑑𝐻) ↩→ (𝐺, 𝑑𝐺) is a coarse embedding.

(ii) The identity map Id𝐺 : (𝐺, 𝑑𝐺) −→ (𝐺, 𝑑′
𝐺
) is a metric coarse equivalence.

Proof. (i) Note first that 𝐻 being a closed subgroup of 𝐺, it is itself a 𝜎−compact locally
compact group, so Theorem 2.30 indeed ensures that 𝑑𝐻 exists. Now the natural inclu-
sion (𝐻, 𝑑𝐻) ↩→ (𝐺, 𝑑𝐺) is a continuous homomorphism, hence it is coarsely Lipschitz by
Proposition 2.31. It is also a proper map, hence it is also coarsely expansive by the same
result. Thus it is a coarse embedding.
(ii) Themap Id𝐺 : (𝐺, 𝑑𝐺) −→ (𝐺, 𝑑′

𝐺
) is of course essentially surjective, and coarsely Lip-

schitz, coarsely expansive still by Proposition 2.31. Hence it is a metric coarse equiva-
lence. □

Inparticular, any 𝜎−compact locally compactgroupcarriesanadaptedpseudo-metric
that makes it an object in the metric coarse category, well-defined up to metric coarse
equivalence.

We now turn to ametric characterisation of compact generation.

Definition 2.33. Let 𝐺 be a topological group. A pseudo-metric 𝑑 on 𝐺 is geodesically
adapted if it is adapted and (𝐺, 𝑑) is large-scale geodesic.

Definition 2.34. Let 𝐺 be a group and 𝑆 ⊂ 𝐺 a generating set. The word metric defined
by 𝑆 on 𝐺 is themetric 𝑑𝑆 given by

𝑑𝑆(𝑔, ℎ) ··= min{𝑛 ≥ 0 : ∃𝑠1, . . . , 𝑠𝑛 ∈ 𝑆 ∪ 𝑆−1, 𝑔−1ℎ = 𝑠1 . . . 𝑠𝑛}

for any 𝑔, ℎ ∈ 𝐺. The corresponding word length is themap ℓ𝑆 : 𝐺 −→ N defined by

ℓ𝑆(𝑔) ··= 𝑑𝑆(𝑒𝐺 , 𝑔)

for any 𝑔 ∈ 𝐺.

Given a group 𝐺 and a generating set 𝑆 ⊂ 𝐺, it is easy to check that the metric space
(𝐺, 𝑑𝑆) is 1−geodesic, in particular large-scale geodesic. Moreover, 𝑑𝑆 is left-invariant.

The next result shows that if 𝑆 is compact, then 𝑑𝑆 is geodesically adapted.

Proposition 2.35. Let 𝐺 be a topological group. The following statements hold.

(i) If 𝐺 is locally compact and has a compact generating set 𝑆, then 𝑑𝑆 is geodesically
adapted.

(ii) If 𝐺 carries an adapted pseudo-metric 𝑑 so that (𝐺, 𝑑) is coarsely connected (this is
the case if 𝑑 is geodesically adapted for instance), then𝐺 is locally compact and com-
pactly generated.
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Proof. (i)Wealreadyknow that 𝑑𝑆 is left-invariant and that (𝐺, 𝑑𝑆) is large-scale geodesic.
It ismoreover proper, since balls of finite radius around 𝑒𝐺 are compact as they are finite
unions of compact sets. It remains to check local boundedness, i.e. that any point of
𝐺 has a neighborhood of finite diameter. By homogeneity (Remark 1.15), it is enough
to check this condition for 𝑒𝐺 ∈ 𝐺. By Proposition 1.37, there is 𝑛 ≥ 0 so that 𝑆

𝑛
is a

neighborhood of 𝑒𝐺. Its diameter with respect to 𝑑𝑆 is bounded by 2𝑛, which concludes
the proof of (i).
(ii) Suppose that 𝑑 is an adapted pseudo-metric on 𝐺, and let 𝑐 > 0 be so that (𝐺, 𝑑) is
𝑐−coarsely connected. Then the ball 𝐵𝑑(𝑒𝐺 , 𝑐) is relatively compact (as 𝑑 is proper), and
thus its closure is compact, and is a generating set for𝐺 as (𝐺, 𝑑) is 𝑐−coarsely connected.
Thus 𝐺 is compactly generated, and its local compactness follows from local bounded-
ness of 𝑑. □

Next, we want to ensure that the choice of a compact generating set for a compactly
generated group does not affect its large-scale geometry.

Lemma 2.36. Let 𝐺 be a compactly generated locally compact group, and let 𝑆, 𝑇 ⊂ 𝐺 be
two compact generating sets.

Then the identity map (𝐺, 𝑑𝑆) −→ (𝐺, 𝑑𝑇) is a bilipschitz equivalence.

Proof. As𝐺 is locally compact, wemay apply Proposition 1.37(iii) and choose 𝑘, ℓ ∈ N so
that 𝑇 ⊂ 𝑆

𝑘
, 𝑆 ⊂ 𝑇ℓ . Thus

𝑐 ··= sup
𝑡∈𝑇

𝑑𝑆(𝑒𝐺 , 𝑡), 𝑐′ ··= sup
𝑠∈𝑆

𝑑𝑇(𝑒𝐺 , 𝑠)

are two finite constants. Let 𝑔, ℎ ∈ 𝐺, let 𝑛 ··= 𝑑𝑆(𝑔, ℎ), and let 𝑠1, . . . , 𝑠𝑛 ∈ 𝑆 ∪ 𝑆−1 so that
𝑔−1ℎ = 𝑠1 . . . 𝑠𝑛. Then it follows that

𝑑𝑇(𝑔, ℎ) = 𝑑𝑇(𝑒𝐺 , 𝑔−1ℎ)
= 𝑑𝑇(𝑒𝐺 , 𝑠1 . . . 𝑠𝑛)
≤ 𝑑𝑇(𝑒𝐺 , 𝑠1) + 𝑑𝑇(𝑠1, 𝑠1 . . . 𝑠𝑛)
= 𝑑𝑇(𝑒𝐺 , 𝑠1) + 𝑑𝑇(𝑒𝐺 , 𝑠2 . . . 𝑠𝑛)
≤ 𝑑𝑇(𝑒𝐺 , 𝑠1) + 𝑑𝑇(𝑒𝐺 , 𝑠2) + 𝑑𝑇(𝑠2, 𝑠2 . . . 𝑠𝑛)
≤ 𝑑𝑇(𝑒𝐺 , 𝑠1) + 𝑑𝑇(𝑒𝐺 , 𝑠2) + · · · + 𝑑𝑇(𝑒𝐺 , 𝑠𝑛)
≤ 𝑐′𝑛

= 𝑐′𝑑𝑆(𝑔, ℎ)

using 𝑛 times the triangle inequality and the left-invarianceof 𝑑𝑇 . By symmetry, it follows
that 1

𝑐 𝑑𝑆(𝑔, ℎ) ≤ 𝑑𝑇(𝑔, ℎ) for any 𝑔, ℎ ∈ 𝐺. We conclude that

1

𝑐
𝑑𝑆(𝑔, ℎ) ≤ 𝑑𝑇(𝑔, ℎ) ≤ 𝑐′𝑑𝑆(𝑔, ℎ)

for any 𝑔, ℎ ∈ 𝐺, so that Id𝐺 : (𝐺, 𝑑𝑆) −→ (𝐺, 𝑑𝑇) is a bilipschitz equivalence. □
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Lastly, we derive from our previous results ametric characterisation of compact gen-
eration for 𝜎−compact locally compact groups.

Theorem2.37. Let𝐺 be a 𝜎−compact locally compact group, equippedwith 𝑑 anadapted
pseudo-metric. The following claims are equivalent.

(i) The group 𝐺 is compactly generated.

(ii) The pseudo-metric space (𝐺, 𝑑) is coarsely connected.

(iii) The pseudo-metric space (𝐺, 𝑑) is coarsely geodesic.

(iv) There exists a geodesically adapted pseudo-metric on 𝐺.

(v) There exists a geodesically adaptedmetric on 𝐺.

In particular, among 𝜎−compact locally compact groups, compact generation is invariant
under metric coarse equivalence.

Proof. (i) =⇒ (iii) : Suppose 𝐺 is compactly generated, and let 𝑆 ⊂ 𝐺 be a compact
generating set. As observed above, (𝐺, 𝑑𝑆) is large-scale geodesic, in particular coarsely
geodesic, and themap

Id𝐺 : (𝐺, 𝑑) −→ (𝐺, 𝑑𝑆)
is a metric coarse equivalence by Corollary 2.32, which applies since 𝐺 is 𝜎−compact
and locally compact. Thus (𝐺, 𝑑) is coarsely geodesic as well by Proposition 2.24, which
shows (iii).
(iii) =⇒ (ii) is Remark 2.23(i).
(ii) =⇒ (i) is Proposition 2.35(ii).
(i) =⇒ (iv) is Proposition 2.35(i).
(iv)=⇒ (i) again is Proposition2.35(ii), noting that a geodesically adaptedpseudo-metric
𝑑 on 𝐺makes the pair (𝐺, 𝑑) coarsely connected.
Thus, so far, we showed that the first four points of the statement are equivalent. It re-
mains to prove that (i) =⇒ (v). The implication (v) =⇒ (iv) is obvious, so that indeed (v)
=⇒ (i), and (i) =⇒ (v) is once again Proposition 2.35(i), noting that the word pseudo-
metric 𝑑𝑆 coming from a compact generating set 𝑆 is actually a truemetric.

In particular, among 𝜎−compact locally compact groups, compact generation is in-
variant under metric coarse equivalence as a consequence of Proposition 2.24. □

Hereare the analogsof Proposition2.31 andCorollary 2.32 in the large-scale category.

Proposition2.38. Let𝐺1, 𝐺2 be twocompactly generated locally compact groups, equipped
with two geodesically adapted pseudo-metrics 𝑑1, 𝑑2 respectively.

If 𝑓 : (𝐺1, 𝑑1) −→ (𝐺2, 𝑑2) is a continuous homomorphism, then 𝑓 is large-scale Lips-
chitz.

Moreover, anymetric coarse equivalence (𝐺1, 𝑑1) −→ (𝐺2, 𝑑2) is a quasi-isometry.
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Proof. Let 𝑓 : (𝐺1, 𝑑1) −→ (𝐺2, 𝑑2) be a continuous homomorphism. Then 𝑓 is coarsely
Lipschitz by Proposition 2.31, and (𝐺1, 𝑑1), (𝐺2, 𝑑2) are both large-scale geodesic. Thus
Proposition 2.24(i) ensures that 𝑓 is large-scale Lipschitz.

The second statement follows from Proposition 2.24(ii). □

In the discrete setting, if 𝐺, 𝐻 are finitely generated groups endowed with wordmet-
rics coming fromfinite generating sets, wededuce fromProposition 2.38 that anyhomo-
morphism 𝑓 : 𝐺 −→ 𝐻 is aquasi-isometric embedding, and that anygroup isomorphism
from 𝐺 to𝐻 is a quasi-isometry. In particular, any 𝑓 ∈ Aut(𝐺) is a quasi-isometry.

Corollary 2.39. Let𝐺 bea compactly generated locally compact group, equippedwith two
geodesically adapted pseudo-metrics 𝑑𝐺, 𝑑′𝐺.

Then the identity map
Id𝐺 : (𝐺, 𝑑𝐺) −→ (𝐺, 𝑑′𝐺)

is a quasi-isometry.

Inparticular, anycompactlygenerated locally compactcarriesageodesicallyadapted
pseudo-metric that makes it an object in the large-scale category, well-defined up to
quasi-isometry.
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3. Coarse geometric invariants

The goal of this section is to develop powerful tools to be able to distinguish pseudo-
metric spacesup to coarse embedding (resp. quasi-isometry), or on theotherhand to es-
tablish that twogivenpseudo-metric spacesarecoarselyequivalent (resp. quasi-isometric).

3.1 TheMilnor-Schwarz lemma

Thefirst result wepresent is a sufficient criterion to exhibit a quasi-isometry between
a group and a space on which it acts. Let us first introduce relevant terminologies.

Consider a topological group 𝐺, a non-empty pseudo-metric space (𝑋, 𝑑𝑋), and an
action 𝛼 : 𝐺 × 𝑋 −→ 𝑋, (𝑔, 𝑥) ↦−→ 𝑔𝑥. For 𝑥 ∈ 𝑋 and 𝑅 ≥ 0, denote by 𝑖𝑥 : 𝐺 −→ 𝑋,
𝑔 ↦−→ 𝑔𝑥 the orbit map and

𝑆𝑥,𝑅 ··= {𝑔 ∈ 𝐺 : 𝑑𝑋(𝑔𝑥, 𝑥) ≤ 𝑅} = 𝑖−1𝑥 (𝐵𝑑𝑋 (𝑥, 𝑅)).

Definition 3.1. The action 𝛼 : 𝐺 × 𝑋 −→ 𝑋 is

(i) faithful if for any 𝑔 ≠ 𝑒𝐺 ∈ 𝐺 there is 𝑥 ∈ 𝑋 with 𝑔𝑥 ≠ 𝑥.

(ii) isometric if 𝑑𝑋(𝑔𝑥, 𝑔𝑥′) = 𝑑𝑋(𝑥, 𝑥′) for any 𝑔 ∈ 𝐺, 𝑥, 𝑥′ ∈ 𝑋.

(iii) metrically proper if 𝑆𝑥,𝑅 is relatively compact for all 𝑥 ∈ 𝑋 and 𝑅 ≥ 0.

(iv) cobounded if there exists a subset 𝐹 ⊂ 𝑋 of finite diameter so that

𝑋 =
⋃
𝑔∈𝐺

𝑔𝐹.

(v) locally bounded if for any 𝑔 ∈ 𝐺 and any bounded subset 𝐵 ⊂ 𝑋, there is a neigh-
borhood𝑉 of 𝑔 in 𝐺 so that𝑉𝐵 is bounded in 𝑋.

(vi) geometric if it is isometric, metrically proper, cobounded and locally bounded.

If 𝑋 is moreover locally compact, the action is proper if

{𝑔 ∈ 𝐺 : 𝑔𝐿 ∩ 𝐿 ≠ ∅}

is relatively compact in 𝐺 for any compact subset 𝐿 ⊂ 𝑋, and cocompact if there exists a
compact 𝐹 ⊂ 𝑋 with

𝑋 =
⋃
𝑔∈𝐺

𝑔𝐹.

Some observations are in order here.

Remark 3.2. (i) Let 𝛼 : 𝐺 ×𝑋 −→ 𝑋 be a continuous action of a locally compact group𝐺
on a proper metric space (𝑋, 𝑑𝑋). Then this action is metrically proper if and only if it is
proper.
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Proof. Suppose 𝛼 ismetricallyproper, and take 𝐿 ⊂ 𝑋 compact. Let𝑅 > 0. Thecollection
{𝐵𝑑𝑋 (𝑥, 𝑅) : 𝑥 ∈ 𝐿} is an open cover of 𝐿, which is compact, so there exist 𝑥1, . . . , 𝑥𝑛 ∈ 𝐿
so that

𝐿 ⊂ 𝐵𝑑𝑋 (𝑥1, 𝑅) ∪ · · · ∪ 𝐵𝑑𝑋 (𝑥𝑛 , 𝑅).
If now 𝑔 ∈ 𝐺 is so that 𝑔𝐿 ∩ 𝐿 ≠ ∅, let 𝑧 ∈ 𝑔𝐿 ∩ 𝐿 and write 𝑧 = 𝑔𝑥 = 𝑦 for some 𝑥, 𝑦 ∈ 𝐿.
By the above inclusion, 𝑥 ∈ 𝐵𝑑𝑋 (𝑥𝑖 , 𝑅) and 𝑦 ∈ 𝐵𝑑𝑋 (𝑥 𝑗 , 𝑅) for some 1 ≤ 𝑖 , 𝑗 ≤ 𝑛. Then

𝑑𝑋(𝑔𝑥, 𝑥) = 𝑑𝑋(𝑦, 𝑥) ≤ 𝑑𝑋(𝑦, 𝑥 𝑗) + 𝑑𝑋(𝑥 𝑗 , 𝑥𝑖) + 𝑑𝑋(𝑥𝑖 , 𝑥) ≤ 2𝑅 + diam(𝐿)
so that 𝑔 ∈ 𝑆𝑥,2𝑅+diam(𝐿), which is relatively compact as 𝛼 is metrically proper. Thus
{𝑔 ∈ 𝐺 : 𝑔𝐿 ∩ 𝐿 ≠ ∅} is contained in a relatively compact set, hence it is itself relatively
compact. We conclude that 𝛼 is proper.

Conversely, if 𝑥 ∈ 𝑋 and 𝑅 ≥ 0, then 𝐵𝑑𝑋 (𝑥, 𝑅) is relatively compact as 𝑋 is proper,
thus contained in a compact set 𝐿 ⊂ 𝑋, whence

𝑆𝑥,𝑅 = 𝑖−1𝑥 (𝐵𝑑𝑋 (𝑥, 𝑅)) ⊂ 𝑖−1𝑥 (𝐿) = {𝑔 ∈ 𝐺 : 𝑔𝑥 ∈ 𝐿} ⊂ {𝑔 ∈ 𝐺 : 𝑔𝐿 ∩ 𝐿 ≠ ∅}.
As the action is proper, the right most set above is relatively compact in 𝐺, so 𝑆𝑥,𝑅 is rel-
atively compact in 𝐺 as well. □

(ii) Under the same assumptions as in (i), 𝛼 is cobounded if and only if it is cocompact.

Proof. If 𝛼 is cobounded, there is a set 𝐹 ⊂ 𝑋 of finite diameter with

𝑋 =
⋃
𝑔∈𝐺

𝑔𝐹.

Since 𝑋 is proper, 𝐹 is relatively compact, so 𝐹 is compact in 𝑋, and since also

𝑋 =
⋃
𝑔∈𝐺

𝑔𝐹

we deduce that 𝛼 is cocompact.
Conversely, if 𝐹 ⊂ 𝑋 is a compact set whose translates cover 𝑋, then 𝐹 has finite di-

ameter since 𝑋 is proper, thus the action is cobounded. □

(iii) If 𝛼 : 𝐺 × 𝑋 −→ 𝑋 is a continuous action of a topological group 𝐺 on ametric space
(𝑋, 𝑑𝑋) and that 𝑑𝑋 is locally bounded, then the action is locally bounded.

TheMilnor-Schwarz lemma takes then the following form.
Theorem 3.3. Let 𝐺 be a locally compact group, acting geometrically on (𝑋, 𝑑𝑋) a non-
empty pseudo-metric space. Let 𝑥 ∈ 𝑋. Define 𝑑𝐺 : 𝐺 × 𝐺 −→ [0,+∞) by 𝑑𝐺(𝑔, ℎ) ··=
𝑑𝑋(𝑔𝑥, 𝑔′𝑥).

Then 𝑑𝐺 is an adapted pseudo-metric on 𝐺, and the orbit map

𝑖𝑥 : (𝐺, 𝑑𝐺) −→ (𝑋, 𝑑𝑋)
𝑔 ↦−→ 𝑔𝑥

is a quasi-isometry. In particular, 𝐺 is 𝜎−compact. Moreover, if (𝑋, 𝑑𝑋) is coarsely con-
nected, then 𝐺 is compactly generated.

54



Notes 3.1 TheMilnor-Schwarz lemma

Proof. The fact that 𝑑𝐺 is a pseudo-metric follows from the fact that 𝑑𝑋 is a pseudo-
metric. For the left-invariance, let 𝑔′, 𝑔, ℎ ∈ 𝐺, and note that

𝑑𝐺(𝑔′𝑔, 𝑔′ℎ) = 𝑑𝑋(𝑔′𝑔𝑥, 𝑔′ℎ𝑥) = 𝑑𝑋(𝑔𝑥, ℎ𝑥) = 𝑑𝐺(𝑔, ℎ)

since the action of 𝐺 on 𝑋 is isometric. For the properness of 𝑑𝐺, note that

𝐵𝑑𝐺(𝑒𝐺 , 𝑅) = {𝑔 ∈ 𝐺 : 𝑑𝐺(𝑒𝐺 , 𝑔) ≤ 𝑅} = {𝑔 ∈ 𝐺 : 𝑑𝑋(𝑥, 𝑔𝑥) ≤ 𝑅} = 𝑆𝑥,𝑅

is relatively compact since the action is metrically proper. Thus 𝑑𝐺 is proper. Lastly, if
𝑔 ∈ 𝐺, then there is a neighborhood 𝑉 of 𝑔 in 𝐺 so that 𝑉{𝑥} is bounded in 𝑋, as the
action is locally bounded. Since for any 𝑔′, ℎ′ ∈ 𝐺 we have

𝑑𝐺(𝑔′, ℎ′) = 𝑑𝑋(𝑔′𝑥, ℎ′𝑥)

and since 𝑉{𝑥} is bounded, it follows that 𝑉 has finite diameter. Hence 𝑑𝐺 is locally
bounded, and it is therefore an adapted pseudo-metric on 𝐺, for which the orbit map
is an isometric map. As furthermore the action is cobounded, 𝑖𝑥 is essentially surjective,
hence it is a quasi-isometry. In particular, 𝐺 is 𝜎−compact by Theorem 2.30. If moreover
(𝑋, 𝑑𝑋) is coarsely connected, then (𝐺, 𝑑𝐺) is coarsely connected by Proposition 2.24, so
that 𝐺 is compactly generated by Theorem 2.37. □

Wecanthencharacterise locally compactcompactlygeneratedgroupsas thosegroups
acting geometrically on geodesic metric spaces.

Corollary 3.4. Let 𝐺 be a topological group. The following claims are equivalent.

(i) The group 𝐺 is locally compact and compactly generated.

(ii) There exists a geometric action of 𝐺 on a non-empty coarsely geodesic metric space.

(iii) There exists a geometric action of 𝐺 on a non-empty geodesic metric space.

(iv) There exists a geometric faithful action of 𝐺 on a non-empty geodesic metric space.

Proof. (i)=⇒ (ii) : Assumefirst that𝐺 is locally compactandcompactlygenerated. Choose
𝑑 an adapted pseudo-metric on𝐺. Then (𝐺, 𝑑) is coarsely geodesic by Theorem2.37, and
it is easy to check that the action of 𝐺 on (𝐺, 𝑑) by left multiplication is geometric.
(ii)=⇒ (iii) : Assume that𝐺 is a geometric action on a non-empty coarsely geodesicmet-
ric space (𝑋, 𝑑), and let 𝑐 > 0 be so that pairs of points in 𝑋 can be joined by 𝑐−paths.
Let (𝑋𝑐 , 𝑑𝑐) be themetric graph given in Lemma 2.27. Recall that there is ametric coarse
equivalence (𝑋, 𝑑) −→ (𝑋𝑐 , 𝑑𝑐), and note that the action of 𝐺 on (𝑋, 𝑑) has a natural ex-
tension to an action of 𝐺 on (𝑋𝑐 , 𝑑𝑐). This action now satisfies (iii).
(iii) =⇒ (iv) : Assume that 𝐺 acts geometrically on (𝑋, 𝑑𝑋) a non-empty geodesic metric
space. Let 𝐵 denote the unit ball of ℓ2(𝐺, 𝜇), where 𝜇 is a Haarmeasure on 𝐺. Themetric
space (𝐵, 𝑑𝐵), where

𝑑𝐵(𝑏, 𝑏′) ··= ∥𝑏 − 𝑏′∥ , 𝑏, 𝑏′ ∈ 𝐵
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is geodesic, and the natural action of𝐺 on ℓ2(𝐺, 𝜇) induces a faithful continuous isomet-
ric actionof𝐺 on (𝐵, 𝑑𝐵). Set now𝑌 = 𝑋×𝐵, equippedwith theproductmetric 𝑑𝑌 defined
by

𝑑𝑌((𝑥, 𝑏), (𝑥′, 𝑏′))2 = 𝑑𝑋(𝑥, 𝑥′)2 + 𝑑𝐵(𝑏, 𝑏′)2, 𝑥, 𝑥′ ∈ 𝑋, 𝑏, 𝑏′ ∈ 𝐵.
Now the diagonal action of 𝐺 on𝑌 satisfies (iv).
(iv) =⇒ (i) : Assume that 𝐺 acts faithfully and geometrically on a geodesic metric space
(𝑌, 𝑑𝑌). Fix 𝑦0 ∈ 𝑌 and define a pseudo-metric on 𝐺 by 𝑑(𝑔, 𝑔′) ··= 𝑑𝑌(𝑔𝑦0, 𝑔′𝑦0), for any
𝑔, 𝑔′ ∈ 𝐺. Then 𝑑 is adapted and (𝐺, 𝑑) is coarsely connected, so that𝐺 is locally compact
and compactly generated by Theorem 2.37. □

We also formulate a version of Theorem 3.3 for discrete groups.

Corollary 3.5. Let 𝐺 be a group acting isometrically, properly and cocompactly on a non-
empty proper geodesic metric space 𝑋.

Then𝐺 is finitely generated and quasi-isometric to 𝑋, and for any 𝑥 ∈ 𝑋 the orbit map
𝐺 −→ 𝑋, 𝑔 ↦−→ 𝑔𝑥 is a quasi-isometry.

Example 3.6. (i) For any 𝑛 ≥ 1, the natural action of Z𝑛 on R𝑛 is isometric, proper and
cocompact. AsR𝑛 is geodesic and proper, it follows thatZ𝑛 ∼𝑄.𝐼. R𝑛, as in Example 2.9(i).
(ii) If𝐺 is finitely generated and 𝑆 is a finite symmetric generating for𝐺, then the natural
action of 𝐺 on its Cayley graph Cay(𝐺, 𝑆) is isometric, proper, and cocompact since it is
transitive on the vertices and there are |𝑆 | equivalence classes of edges. Thus 𝐺 is quasi-
isometric to Cay(𝐺, 𝑆).
(iii) The Cayley graph of Z2 ∗ Z2 ∗ Z2 ∗ Z2 = ⟨𝑎, 𝑏, 𝑐, 𝑑 : 𝑎2 = 𝑏2 = 𝑐2 = 𝑑2 = 1⟩ with respect
to 𝑆 = {𝑎, 𝑏, 𝑐, 𝑑} is a 4−regular tree, and is therefore quasi-isometric to any Cayley graph
of 𝐹2. Thus Z2 ∗ Z2 ∗ Z2 ∗ Z2 is quasi-isometric to 𝐹2.

Wenowdeducecorollariesof interest togetmoreexamplesofpairsofquasi-isometric
groups.

The first one completes a discussion in subsection 1.5.

Corollary 3.7. Let 𝐺 be a finitely generated group and𝐻 ⩽ 𝐺 a finite index subgroup.
Then𝐻 is finitely generated and quasi-isometric to 𝐺.

Proof. Consider 𝑆 a finite generating set for𝐺 and themetric space (𝐺, 𝑑𝑆). Let𝐻 acts on
(𝐺, 𝑑𝑆) by left-multiplication. This action is isometric, proper, and cocompact since a fi-
nite set of representatives of left𝐻−cosets is a compact subset of (𝐺, 𝑑𝑆)whose translates
by 𝐻 cover 𝐺. Moreover, (𝐺, 𝑑𝑆) is geodesic and proper (balls of finite radius centered at
𝑒𝐺 ∈ 𝐺 are finite), whence 𝐻 is finitely generated and quasi-isometric to 𝐺 by Corollary
3.5. Moreover, a quasi-isometry is givenby an arbitrary orbitmap, for an arbitrary choice
of base point in𝐺. The choice 𝑒𝐺 ∈ 𝐺 shows that the natural inclusion𝐻 ↩→ 𝐺 is a quasi-
isometry. □

Example 3.8. (i) The dihedral group𝐷∞ = ⟨𝑎, 𝑡 : 𝑎2 = 1, 𝑎𝑡𝑎−1 = 𝑡−1⟩ � Z⋊Z/2Z contains
Z as a finite index subgroup, and thus is quasi-isometric to Z.
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(ii)ThegroupSL2(Z)containsafinite index subgroup isomorphic to𝐹2 (see e.g. [9, propo-
sition 4.4.2]), so SL2(Z) ∼𝑄.𝐼. 𝐹2.

Corollary 3.9. Let𝐺 be a finitely generated group and𝑁 ◁𝐺 be a finite normal subgroup.
Then 𝐺 is quasi-isometric to 𝐺/𝑁 .

Proof. The natural action of 𝐺 on 𝐺/𝑁 satisfies all assumptions of the Milnor-Schwarz
lemma, whence the claim. □

This implies for instance that SL2(Z) is quasi-isometric to PSL2(Z) since the latter is
the quotient of SL2(Z) by its center {±𝐼2}.

For the last application, we need a terminology.

Definition 3.10. Let 𝐺 and𝐻 be two groups. We say that they are

(i) commensurable if they contain finite index subgroups 𝐺′ ⩽ 𝐺, 𝐻′ ⩽ 𝐻 so that
𝐺′ � 𝐻′.

(ii) weakly commensurable if they contain finite index subgroups𝐺′ ⩽ 𝐺,𝐻′ ⩽ 𝐻 with
finite normal subgroups 𝑁 ◁ 𝐺′,𝑀 ◁ 𝐻′ so that 𝐺′/𝑁 � 𝐻′/𝑀.

The next statement is then a direct consequence of our previous results.

Corollary 3.11. Let 𝐺 be a finitely generated group.
If𝐻 is weakly commensurable to𝐺, then𝐻 is finitely generated and quasi-isometric to

𝐺.

Proof. Assume𝐻 is weakly commensurable to𝐺, and let𝐺′, 𝐻′, 𝑁 , 𝑀 be as inDefinition
3.10. As𝐺 is finitely generated, wededuce fromCorollary 3.7 that𝐺′ is finitely generated,
and thus𝐺′/𝑁 is finitely generated (Proposition 1.41). Hence𝐻′/𝑀 is finitely generated,
so that𝐻′ is finitely generated. Thus𝐻 is finitely generated, and we have

𝐻 ∼𝑄.𝐼 𝐻′ ∼𝑄.𝐼. 𝐻′/𝑀 � 𝐺′/𝑁 ∼𝑄.𝐼. 𝐺′ ∼𝑄.𝐼. 𝐺

where the first and last quasi-isometries are given by Corollary 3.7, and the second and
the third quasi-isometries are given by Corollary 3.9. The proof is complete. □

3.2 Metric lattices in pseudo-metric spaces

Now, we are interested in developing coarse geometric invariants in order to distin-
guish twogivenpseudo-metric spacesup tocoarseembeddings (resp. quasi-isometries).

One such invariant, called growth, is introduced in the following section. It is straight-
forward to define in the discrete setting, but generalizing it to arbitrary pseudo-metric
spaces requires an additional tool, calledmetric lattices, which are precisely discrete ap-
proximations of a pseudo-metric space. We introduce the relevant terminologies and
results in this section.
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Definition 3.12. Let 𝑐 > 0. A pseudo-metric space (𝐷, 𝑑) is called 𝑐−uniformly discrete
if 𝑑(𝑥, 𝑥′) ≥ 𝑐 for any 𝑥, 𝑥′ ∈ 𝐷, 𝑥 ≠ 𝑥′. The space (𝐷, 𝑑) is uniformly discrete if it is
𝑐−uniformly discrete for some 𝑐 > 0.

Note that a uniformly discrete pseudo-metric space is in fact a metric space.

Definition 3.13. A 𝑐−metric lattice in 𝑋 is a subspace 𝐿 that is 𝑐−uniformly discrete and
cobounded. A subspace 𝐿 ⊂ 𝑋 is a metric lattice if it is a 𝑐−metric lattice for some 𝑐 > 0.

Remark 3.14. If 𝐿 ⊂ 𝑋 is a metric lattice, then the natural inclusion 𝐿 ↩→ 𝑋 is a quasi-
isometry. In particular, all metric lattices in 𝑋 are quasi-isometric.

Such a lattice always exists in a non-empty pseudo-metric space.

Proposition 3.15. Let 𝑋 be a non-empty pseudo-metric lattice and 𝑥0 ∈ 𝑋. For any 𝑐 > 0,
there is a 𝑐−metric lattice 𝐿 in 𝑋 containing 𝑥0 so that

sup
𝑥∈𝑋

𝑑(𝑥, 𝐿) ≤ 𝑐.

In particular, any pseudo-metric space has a metric lattice. More generally, given 𝑀 a
𝑐−uniformly discrete subspace of 𝑋, there is a 𝑐−metric lattice in 𝑋 containing𝑀.

Proof. Let 𝑐 > 0 and let 𝑀 ⊂ 𝑋 be 𝑐−uniformly discrete. Apply Zorn’s lemma to the
collection of subsets 𝐿 ⊂ 𝑋 so that𝑀 ⊂ 𝐿 and

inf
ℓ≠ℓ ′∈𝐿

𝑑(ℓ , ℓ ′) ≥ 𝑐.

Amaximal element of this collection is precisely a 𝑐−metric lattice 𝐿 of 𝑋 containing𝑀
so that

sup
𝑥∈𝑋

𝑑(𝑥, 𝐿) ≤ 𝑐

and the last statement is established. The first one follows with𝑀 = {𝑥0}. □

The next proposition will also be useful below.

Proposition 3.16. Let 𝑋,𝑌 be pseudo-metric spaces, and let 𝑓 : 𝑋 −→ 𝑌 be amap.

(i) If 𝑓 is coarsely expansive, then there exists 𝑐 > 0 so that for any 𝑐−metric lattice 𝐿 in
𝑋, we have

𝑑𝑌( 𝑓 (ℓ ), 𝑓 (ℓ ′)) ≥ 1

for any ℓ , ℓ ′ ∈ 𝐿.

(ii) If 𝑓 is large-scale Lipschitz, then 𝑓|𝐿 : 𝐿 −→ 𝑋 is Lipschitz for everymetric lattice 𝐿 in
𝑋.

(iii) If 𝑓 is a quasi-isometric embedding, then there exists 𝑘 > 0 so that, for any 𝑘−metric
lattice 𝐿 in 𝑋, 𝑓|𝐿 : 𝐿 −→ 𝑓 (𝐿) is bilipschitz. In particular, if 𝑓 is a quasi-isometry,
there is 𝑘 > 0 so that 𝑓 (𝐿) is a metric lattice in𝑌 for any 𝑘−metric lattice 𝐿 in 𝑋.
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Proof. (i) Assume that 𝑓 is coarsely expansive, and letΦ− be a lower control for 𝑓 . Choose
𝑐 > 0 so that Φ−(𝑐) ≥ 1 (such a 𝑐 exists as lim

𝑡→∞
Φ−(𝑡) = ∞). Then if 𝐿 is a 𝑐−metric lattice

in 𝑋 and ℓ , ℓ ′ ∈ 𝐿, one gets

𝑑𝑌( 𝑓 (ℓ ), 𝑓 (ℓ ′)) ≥ Φ−(𝑑𝐿(ℓ , ℓ ′)) ≥ Φ−(𝑐) ≥ 1

as 𝑑𝐿(ℓ , ℓ ′) ≥ 𝑐 andΦ− is non-decreasing.
(ii) directly follows from the fact that a metric lattice is uniformly discrete and Example
2.13(v).
(iii) Suppose 𝑓 : 𝑋 −→ 𝑌 is a quasi-isometric embedding, so there is 𝑎 ≥ 1, 𝑏 ≥ 0with

1

𝑎
𝑑𝑋(𝑥, 𝑥′) − 𝑏 ≤ 𝑑𝑌( 𝑓 (𝑥), 𝑓 (𝑥′)) ≤ 𝑎𝑑𝑋(𝑥, 𝑥′) + 𝑏

for any 𝑥, 𝑥′ ∈ 𝑋. If 𝑏 = 0, then 𝑓 is bilipschitz on 𝑋, so we may suppose that 𝑏 > 0. Let
𝑘 ··= 2𝑎𝑏 > 0, and let 𝐿 be a 𝑘−metric lattice in 𝑋. Then for any ℓ , ℓ ′ ∈ 𝐿 one has

𝑑𝑌( 𝑓 (ℓ ), 𝑓 (ℓ ′)) ≥
1

𝑎
𝑑𝐿(ℓ , ℓ ′) − 𝑏

≥ 1

𝑎
𝑑𝑋(ℓ , ℓ ′) − 𝑏

𝑑𝐿(ℓ , ℓ ′)
𝑘

=

(
1

𝑎
− 1

2𝑎

)
𝑑𝐿(ℓ , ℓ ′)

=
1

2𝑎
𝑑𝐿(ℓ , ℓ ′).

Additionally, since 𝑓 is large-scale Lipschitz, (ii) ensures that 𝑓 is Lipschitz on 𝐿. Thuswe
conclude that 𝑓|𝐿 : 𝐿 −→ 𝑓 (𝐿) is bilipschitz. □

3.3 Growth for pseudo-metric spaces

We can define now properly growth for a certain class of pseudo-metric spaces.

Definition 3.17. A pseudo-metric space (𝑋, 𝑑𝑋) is locally finite if all its balls are finite,
and uniformly locally finite if

sup
𝑥∈𝑋

|𝐵𝑑𝑋 (𝑥, 𝑟)| < ∞

for all 𝑟 ≥ 0.

Observe that a uniformly locally finite pseudo-metric space is locally finite.

Example 3.18. (i) A discrete metric space is locally finite if and only if it is proper.
(ii) The real line 𝑋 = R, with its usual metric, is not uniformly locally finite. The same
applies more generally for 𝑋 = R𝑛, 𝑛 ≥ 1.
(iii) Even more generally, geodesic metric spaces are not locally finite. Hence, for in-
stance, any Banach or Hilbert space is not locally finite.
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(iv) If𝐺 is a finitely generated group and 𝑆 ⊂ 𝐺 is a finite symmetric generating set for𝐺,
then themetric space (𝐺, 𝑑𝑆) is uniformly locally finite.
(v) The vertex set of a connected graph, endowed with the combinatorial metric, is uni-
formly locally finite if and only if the graph is of bounded degree. If 𝑁 ∈ N is a bound on
the degrees of vertices of the graph, then balls of radius 𝑛 have at most 𝑁(𝑁 − 1)𝑛−1 ver-
tices, for all 𝑛 ≥ 1. This generalises the previous point, since a finitely generated group is
the vertex set of its Cayley graph with respect to a finite symmetric generating set 𝑆, for
which the combinatorial metric is exactly the wordmetric 𝑑𝑆.
Definition 3.19. Let (𝑋, 𝑑𝑋) be a locally finite pseudo-metric space, and 𝑥 ∈ 𝑋. The
growth function 𝛽𝑥

𝑋
: R+ −→ N of 𝑋 around 𝑥 ∈ 𝑋 is defined as

𝛽𝑥𝑋(𝑟) ··= |𝐵𝑑𝑋 (𝑥, 𝑟)|, 𝑟 ≥ 0.

In order to be able to define an invariant for spaces, we introduce the following equiv-
alence relation.
Definition 3.20. Let 𝑓 , 𝑓 ′ : R+ −→ R+ be non-decreasing. We say that 𝑓 ′ dominates 𝑓 ,
and we write 𝑓 ≼ 𝑓 ′, if there exists 𝜆, 𝜇 > 0, 𝑐 ≥ 0 so that

𝑓 (𝑟) ≤ 𝜆 𝑓 ′(𝜇𝑟 + 𝑐) + 𝑐
for any 𝑟 ≥ 0. We say that 𝑓 is equivalent to 𝑓 ′, and wewrite 𝑓 ∼ 𝑓 ′, if 𝑓 dominates 𝑓 ′ and
if 𝑓 ′ dominates 𝑓 .

It is easy tocheck that∼ is indeedanequivalence relation, andgivenanon-decreasing
function 𝑓 on R+, its class refers to its equivalence class modulo the relation ∼. If no
confusion is possible, we often write 𝑓 for the class of a function 𝑓 .
Example 3.21. (i) Let 𝑎, 𝑏 > 0 and 𝑐, 𝑑 > 1. One has 𝑟𝑎 ≼ 𝑟𝑏 if and only if 𝑎 ≤ 𝑏 (and thus
𝑟𝑎 ∼ 𝑟𝑏 if and only if 𝑎 = 𝑏), and 𝑐𝑟 ∼ 𝑑𝑟 .

Proof. We start with the first equivalence. If 𝑎 ≤ 𝑏, then 𝑟𝑎 ≤ 𝑟𝑏 for any 𝑟 ≥ 0, so 𝑟𝑎 ≼ 𝑟𝑏.
Conversely, assume that 𝑟𝑎 ≼ 𝑟𝑏, meaning there are 𝜆, 𝜇 > 0, 𝑐 ≥ 0 so that

𝑟𝑎 ≤ 𝜆(𝜇𝑟 + 𝑐)𝑏 + 𝑐
for any 𝑟 ≥ 0. Hence 𝑟𝑎 ≤ 𝜆𝑟𝑏(𝜇 + 𝑐

𝑟 )𝑏 + 𝑐 for any 𝑟 ≥ 0, so that

𝑟𝑎−𝑏 ≤ 𝜆
(
𝜇 + 𝑐

𝑟

)𝑏 + 𝑐

𝑟𝑏

for any 𝑟 ≥ 0. If 𝑎 > 𝑏, then letting 𝑟 → ∞ in the above inequality would provide a
contradiction, since the left hand side tends to ∞ while the right hand side tends to a
finite value. Thus necessarily 𝑎 ≤ 𝑏, as claimed.

For the second claim, note that it is enough to prove that if 1 < 𝑑 ≤ 𝑐, then 𝑐𝑟 ≼ 𝑑𝑟 .
Let 𝜆 ··= 1 + ⌊ ln(𝑐)

ln(𝑑)⌋, 𝜇 ··= 𝜆 and 𝑐 ··= 0. Then one has ln(𝑐) ≤ 𝜆 ln(𝑑), i.e. 𝑐 ≤ 𝑑𝜆, whence
𝑐
𝑑
≤ 𝑑𝜆−1. It follows that ( 𝑐

𝑑

) 𝑟 ≤ (𝑑𝜆−1)𝑟 ≤ 𝜆(𝑑𝜆−1)𝑟

for any 𝑟 ≥ 0, and thus 𝑐𝑟 ≤ 𝜆(𝑑𝜆−1)𝑟𝑑𝑟 = 𝜆(𝑑𝑟)𝜆 for all 𝑟 ≥ 0. Weconclude that 𝑐𝑟 ≼ 𝑑𝑟 . □

60



Notes 3.3 Growth for pseudo-metric spaces

(ii) For any 𝑎 > 0, 𝑏 > 1, 𝑟𝑎 ≼ 𝑏𝑟 and 𝑟𝑎 / 𝑏𝑟 . The first part is proved exactly in the same
spirit as the previous example. On the other hand, if we suppose that 𝑟𝑎 ∼ 𝑏𝑟 , then we
find 𝜆, 𝜇 > 0 and 𝑐 ≥ 0 so that

𝑏𝑟 ≤ 𝜆(𝜇𝑟 + 𝑐)𝑎 + 𝑐
for any 𝑟 > 0. Equivalently, 𝑏𝑟𝑟𝑎 ≤ 𝜆(𝜇 + 𝑐

𝑟 )𝑎 + 𝑐
𝑟𝑎 for any 𝑟 > 0. Letting 𝑟 → ∞ in this

inequality provides a contradicting since the left hand side tends to ∞ while the right
hand side tends to a finite value. Hence 𝑟𝑎 / 𝑏𝑟 .

Observe now that, in a uniformly locally finite pseudo-metric space (𝐷, 𝑑), if 𝑥, 𝑦 ∈ 𝐷
and 𝑟 ≥ 0, then

𝐵𝑑(𝑦, 𝑟) ⊂ 𝐵𝑑(𝑥, 𝑟 + 𝑑(𝑥, 𝑦)), 𝐵𝑑(𝑥, 𝑟) ⊂ 𝐵𝑑(𝑦, 𝑟 + 𝑑(𝑥, 𝑦))

by the triangle inequality, so that

𝛽𝑥𝐷(𝑟) = |𝐵𝑑(𝑥, 𝑟)| ≤ |𝐵𝑑(𝑦, 𝑟 + 𝑑(𝑥, 𝑦))| = 𝛽
𝑦

𝐷
(𝑟 + 𝑑(𝑥, 𝑦))

for any 𝑟 ≥ 0, and also 𝛽
𝑦

𝐷
(𝑟) ≤ 𝛽𝑥

𝐷
(𝑟 + 𝑑(𝑥, 𝑦)) for any 𝑟 ≥ 0. Hence 𝛽𝑥

𝐷
∼ 𝛽

𝑦

𝐷
, which

motivates the next definition.

Definition 3.22. Let𝐷 be a uniformly locally finite pseudo-metric space. Let 𝑥 ∈ 𝐷. The
growth type of𝐷 is the class of the function 𝛽𝑥

𝐷
, and is denoted 𝛽𝐷.

If 𝛽𝐷(𝑟) ∼ 𝑟𝑑 for some 𝑑 ∈ N, we say that𝐷 has polynomial growth of degree 𝑑, andwe
say it has exponential growth if 𝛽𝐷(𝑟) ∼ 𝑒𝑟 . It has subexponential growth if 𝛽𝐷(𝑟) ≼ 𝑒𝑟 and
𝛽𝐷(𝑟) / 𝑒𝑟 , and it has superpolynomial growth if, for any 𝑑 ∈ N, 𝑟𝑑 ≼ 𝛽𝐷(𝑟)and 𝑟𝑑 / 𝛽𝐷(𝑟).
Lastly, 𝐷 has intermediate growth if it has superpolynomial growth and subexponential
growth.

Since the function 𝛽𝑥
𝐷
heavily depends on the metric, we will sometimes write 𝛽𝑥(𝐷,𝑑)

to insist on themetric we choose on𝐷.
We now give several examples of growth functions, mostly among finitely generated

groups.

Example 3.23. (i) Let 𝐺 = Z equipped with the metric 𝑑𝑆 where 𝑆 = {−1, 1}. Then, if
𝑛 ≥ 1, 𝐵𝑑𝑆(0, 𝑛) = {−𝑛,−𝑛 + 1, . . . , 𝑛 − 1, 𝑛}, so that 𝛽(Z,𝑆)(𝑛) = 2𝑛 + 1 for any 𝑛 ≥ 1.
(ii) Let (Z, 𝑑𝑆) be as in (i), and let 𝑓 : R+ −→ R+, 𝑓 (𝑥) = ln(1 + ln(1 + 𝑥)). Define on Z a
metric 𝑑 𝑓 by

𝑑 𝑓 (𝑥, 𝑥′) ··= 𝑓 (𝑑𝑆(𝑥, 𝑥′)), 𝑥, 𝑥′ ∈ Z.
Then (Z, 𝑑 𝑓 ) is uniformly locally finite, since translations are isometries. Since we have

𝑛 ∈ 𝐵𝑑 𝑓 (0, 𝑟) ⇐⇒ 𝑓 (|𝑛 |) ≤ 𝑟 ⇐⇒ 1 + |𝑛 | ≤ 𝑒 𝑒
𝑟−1 ⇐⇒ |𝑛 | ≤ 𝑒 𝑒

𝑟−1 − 1

for any 𝑟 ≥ 0, it follows that 𝛽0(Z,𝑑 𝑓 )(𝑟) = 2⌊𝑒 𝑒𝑟−1⌋ − 1 for any 𝑟 ≥ 0.

(iii) Let 𝐺 = Z2 equipped with the genereating set 𝑆 = {(1, 0), (0, 1), (−1, 0), (0,−1)}. For
𝑛 ≥ 0, the ball of radius 𝑛 centered at (0, 0) is

{(𝑖 , 𝑗) ∈ Z2 : |𝑖 | + | 𝑗 | ≤ 𝑛}
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the diagonal square containing the vertices (0, 𝑟), (0,−𝑟), (𝑟, 0), (−𝑟, 0), 0 ≤ 𝑟 ≤ 𝑛. Thus

𝛽(Z2 ,𝑆)(𝑛) = 1 +
𝑛∑︁
𝑟=1

4𝑟 = 2𝑛2 + 2𝑛 + 1

for all 𝑛 ≥ 0.
(iv) If𝐺 = Z2 is rather endowedwith 𝑆′ = 𝑆∪{(1, 1), (−1,−1), (1,−1), (−1, 1)}, then for any
𝑛 ≥ 0, the ball of radius 𝑛 centered at (0, 0) is now

{(𝑖 , 𝑗) ∈ Z2 : |𝑖 | ≤ 𝑛, | 𝑗 | ≤ 𝑛} = {−𝑛, . . . , 𝑛}2

so that 𝛽(Z2 ,𝑆′)(𝑛) = (2𝑛 + 1)2 = 4𝑛2 + 4𝑛 + 1 for any 𝑛 ≥ 0.
(v) Let 𝐺 = 𝐹2 equipped with 𝑆 = {𝑎, 𝑏, 𝑎−1, 𝑏−1}. For all 𝑛 ≥ 1, the ball of radius 𝑛
centered at the identity element has cardinality

𝛽(𝐹2 ,𝑆)(𝑛) = 1 + 4

𝑛−1∑︁
𝑗=0

3𝑗 = 2 · 3𝑛 − 1.

Proposition 3.24. Let 𝐷, 𝐸 be non-empty uniformly locally finite pseudo-metric spaces,
and let 𝑥 ∈ 𝐷 and 𝑦 ∈ 𝐸.

(i) If 𝑐 > 0 and 𝐿 is a 𝑐−metric lattice containing 𝑥, then 𝛽𝑥
𝐿
∼ 𝛽𝑥

𝐷
and 𝛽𝐿 = 𝛽𝐷.

(ii) If there is 𝑐, 𝑐′′ > 0 and an injective map 𝑓 : 𝐷 ↩→ 𝐸 so that

𝑐′′𝑑𝐷(𝑥′, 𝑥′′) ≤ 𝑑𝐸( 𝑓 (𝑥′), 𝑓 (𝑥′′)) ≤ 𝑐𝑑𝐷(𝑥′, 𝑥′′)

for any 𝑥′, 𝑥′′ ∈ 𝐷, then 𝛽𝑥
𝐷
≼ 𝛽

𝑦

𝐸
and 𝛽𝐷 ≼ 𝛽𝐸. If moreover 𝑓 (𝐷) is cobounded in 𝐸,

then 𝛽𝑥
𝐷
∼ 𝛽

𝑦

𝐸
and 𝛽𝐷 = 𝛽𝐸.

(iii) If𝐷, 𝐸 are quasi-isometric, then 𝛽𝑥
𝐷
∼ 𝛽

𝑦

𝐸
and 𝛽𝐷 = 𝛽𝐸.

Proof. (i) Let 𝑐, 𝑐′ > 0 so that𝐿 is a 𝑐−metric latticeandso that anypointof𝑋 is atdistance
at most 𝑐′ from a point of 𝐿. As 𝐿 ⊂ 𝐷, we already have 𝛽𝑥

𝐿
≼ 𝛽𝑥

𝐷
.

Conversely, let 𝑟 ≥ 0 and 𝑧 ∈ 𝐵𝐷(𝑥, 𝑟). Pick some 𝑥′ ∈ 𝐿 so that 𝑑(𝑧, 𝑥′) ≤ 𝑐′, and thus
one has

𝑑(𝑥, 𝑥′) ≤ 𝑑(𝑥, 𝑧) + 𝑑(𝑧, 𝑥′) ≤ 𝑟 + 𝑐′

so that 𝑥′ ∈ 𝐵𝐿(𝑥, 𝑟 + 𝑐′) and 𝑧 ∈ 𝐵𝐷(𝑥′, 𝑐′). Hence

𝐵𝐷(𝑥, 𝑟) ⊂
⋃

𝑥′∈𝐵𝐿(𝑥,𝑟+𝑐′)
𝐵𝐷(𝑥′, 𝑐′)

and taking cardinals, it follows that 𝛽𝑥
𝐷
(𝑟) ≤ 𝜆𝛽𝑥

𝐿
(𝑟 + 𝑐′)with 𝜆 ··= sup

𝑥′∈𝐷
|𝐵𝐷(𝑥′, 𝑐′)| < ∞. We

conclude that 𝛽𝑥
𝐷
≼ 𝛽𝑥

𝐿
, as claimed.
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(ii) Let 𝑟 ≥ 0 and let 𝑐′ ··= 𝑑𝐸( 𝑓 (𝑥), 𝑦). The restriction of 𝑓 to 𝐵𝐷(𝑥, 𝑟) is an injection into
𝐵𝐸( 𝑓 (𝑥), 𝑐𝑟), which is contained in 𝐵𝐸(𝑦, 𝑐𝑟 + 𝑐′). Thus

𝛽𝑥𝐷(𝑟) = |𝐵𝐷(𝑥, 𝑟)| ≤ |𝐵𝐸(𝑦, 𝑐𝑟 + 𝑐′)| = 𝛽
𝑦

𝐸
(𝑐𝑟 + 𝑐′)

which implies 𝛽𝑥
𝐷
≼ 𝛽

𝑦

𝐸
. Assumemoreover that 𝑓 (𝐷) is cobounded, and set

𝑠 ··= sup
𝑦′∈𝐸

𝑑𝐸( 𝑓 (𝐷), 𝑦′) < ∞.

For any 𝑦′ ∈ 𝐵𝐸(𝑦, 𝑟), there is 𝑥′ ∈ 𝐷 with 𝑑𝐸( 𝑓 (𝑥′), 𝑦′) ≤ 𝑠, and in this case

𝑑𝐸( 𝑓 (𝑥), 𝑓 (𝑥′)) ≤ 𝑑𝐸( 𝑓 (𝑥), 𝑦) + 𝑑𝐸(𝑦, 𝑦′) + 𝑑𝐸(𝑦′, 𝑓 (𝑥′)) ≤ 𝑟 + 𝑐′ + 𝑠

hence

𝐵𝐸(𝑦, 𝑟) ⊂ 𝐵𝐸( 𝑓 (𝑥), 𝑟 + 𝑐′) ⊂
⋃

𝑥′∈𝐷, 𝑑𝐸( 𝑓 (𝑥), 𝑓 (𝑥′))≤𝑟+𝑐′+𝑠
𝐵𝐸( 𝑓 (𝑥′), 𝑠)

⊂
⋃

𝑥′∈𝐷, 𝑑𝐸(𝑥,𝑥′)≤ 1
𝑐 (𝑟+𝑐′+𝑠)

𝐵𝐸( 𝑓 (𝑥′), 𝑠).

Taking cardinals, it follows that 𝛽𝑦
𝐸
(𝑟) ≤ 𝜇𝛽𝑥

𝐷
(1𝑐 (𝑟 + 𝑐′ + 𝑠)), where

𝜇 ··= sup
𝑦′∈𝐸

|𝐵𝐸(𝑦′, 𝑠)| < ∞.

We conclude that 𝛽𝑦
𝐸
≼ 𝛽𝑥

𝐷
, and finally that 𝛽𝑥

𝐷
∼ 𝛽

𝑦

𝐸
.

(iii) Suppose that 𝑓 : 𝐷 −→ 𝐸 is a quasi-isometry. In particular, 𝑓 is a quasi-isometric
embedding, so Proposition 3.16(iii) provides 𝑘 > 0 so that 𝑓|𝐿 : 𝐿 −→ 𝑓 (𝐿) is bilipschitz
for any 𝑘−metric lattice 𝐿 in𝑋. Choose such ametric lattice 𝐿 containing 𝑥, using Propo-
sition 3.15. Then, by (i), it follows that 𝛽𝑥

𝐷
∼ 𝛽𝑥

𝐿
. Now, notice that 𝑓|𝐿 is also injective, since

it is bilipschitz and since 𝐿 is actually a metric space. Thus, we are in position to apply
(ii) and get 𝛽𝑥

𝐿
∼ 𝛽

𝑦

𝐸
. We conclude that 𝛽𝑥

𝐷
∼ 𝛽

𝑦

𝐸
. □

Thus, amonguniformly locallyfinitepseudo-metric spaces, thegrowth type isaquasi-
isometry invariant. This has already important consequences in the discrete setting.

Corollary 3.25. Let𝑋,𝑌 be two graphs of bounded degree. If𝑋 and𝑌 are quasi-isometric,
then they have the same growth type.

Proof. Agraphofboundeddegree is auniformly locallyfinitepseudo-metric spacewhen
endowedwith thecombinatorialmetric (cf. Example3.18(i)). HenceProposition3.24(iii)
applies. □

Since a finitely generated is quasi-isometric to any of its Cayley graph, we get the fol-
lowing statements.

Corollary 3.26. Let 𝐺 be a finitely generated group, and 𝑆, 𝑆′ be finite symmetric generat-
ing sets for 𝐺.
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(i) We have 𝛽(𝐺,𝑆) ∼ 𝛽(𝐺,𝑆′), so that the growth type of 𝐺 is independent of the choice of
generating sets.

(ii) The group 𝐺 grows at most exponentially fast.

Proof. (i) FromLemma2.36, there is a bilipschitz equivalence (𝐺, 𝑑𝑆) −→ (𝐺, 𝑑𝑆′), so that
Proposition 3.24(iii) gives the conclusion.
(ii)ByExample3.6(ii), (𝐺, 𝑑𝑆) isquasi-isometric toCay(𝐺, 𝑆). Since thisgraph isofbounded
degree, it grows at most exponentially fast, so that the same holds for 𝐺. □

Putting together Corollary 3.7, Corollary 3.9, Corollary 3.11 and Proposition 3.24, we
also deduce the following from our previous results.

Corollary 3.27. (i) If 𝐺 is a finitely generated group, and 𝐻 ⩽ 𝐺 has finite index, then
𝐺 and𝐻 have the same growth type.

(ii) If 𝐺 is finitely generated and 𝐻 is weakly commensurable to 𝐺, then 𝐺 and 𝐻 have
the same growth.

(iii) If 𝑁 ◁ 𝐺 is finite, then 𝐺 and 𝐺/𝑁 have the same growth type.

For instance, SL2(Z), PSL2(Z),Z2 ∗Z2 ∗Z2 ∗Z2 all have exponential growth, since all are
quasi-isometric to 𝐹2. On the other hand,𝐷∞ has polynomial growth of degree 1 since it
is quasi-isometric to Z.

Let us alsomention the following.

Proposition 3.28. Let 𝐺 = ⟨𝑆⟩,𝐻 = ⟨𝑇⟩ be two finitely generated groups.
Then 𝐺 × 𝐻 is finitely generated, and 𝛽𝐺×𝐻 ∼ 𝛽(𝐺,𝑆)𝛽(𝐻,𝑇).

Proof. The fact that𝐺×𝐻 is finitely generated is a consequence of Proposition 1.41, and
the proof of the latter shows that

𝑈 ··= {(𝑠, 𝑒𝐻) : 𝑠 ∈ 𝑆} ∪ {(𝑒𝐺 , 𝑡) : 𝑡 ∈ 𝑇}

is a finite generating set for 𝐺 × 𝐻. As the growth type of 𝐺 × 𝐻 is independent of the
choice of the generating set, we now show that 𝛽(𝐺×𝐻,𝑈) ∼ 𝛽(𝐺,𝑆)𝛽(𝐻,𝑇).

First of all, if 𝑔 ∈ 𝐵d𝑆(𝑒𝐺 , 𝑛) and if ℎ ∈ 𝐵d𝑇 (𝑒𝐻 , 𝑛), then (𝑔, ℎ) ∈ 𝐵d𝑈 (𝑒𝐺×𝐻 , 2𝑛), and thus

𝛽(𝐺,𝑆)(𝑛)𝛽(𝐻,𝑇)(𝑛) = |𝐵d𝑆(𝑒𝐺 , 𝑛)| |𝐵d𝑇 (𝑒𝐻 , 𝑛)|
≤ |𝐵d𝑈 (𝑒𝐺×𝐻 , 2𝑛)|
= 𝛽(𝐺×𝐻,𝑈)(2𝑛)
≤ 2𝛽(𝐺×𝐻,𝑈)(2𝑛)

forany𝑛 ≥ 1. Hence𝛽(𝐺,𝑆)𝛽(𝐻,𝑇) ≼ 𝛽(𝐺×𝐻,𝑈). Conversely, if𝑛 ≥ 1and (𝑔, ℎ) ∈ 𝐵d𝑈 (𝑒𝐺×𝐻 , 𝑛),
there is 𝑝, 𝑟 ∈ Nwith 𝑝+𝑟 ≤ 𝑛 andgroupelements 𝑥1, . . . , 𝑥𝑝 ∈ 𝑆∪𝑆−1, 𝑦1, . . . , 𝑦𝑟 ∈ 𝑇∪𝑇−1

so that

(𝑔, ℎ) = (𝑥1, 𝑒𝐻) . . . (𝑥𝑝 , 𝑒𝐻)(𝑒𝐺 , 𝑦1) . . . (𝑒𝐺 , 𝑦𝑟) = (𝑥1 . . . 𝑥𝑝 , 𝑦1 . . . 𝑦𝑟).
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Hence 𝐵d𝑈 (𝑒𝐺×𝐻 , 𝑛) ⊂ 𝐵d𝑆(𝑒𝐺 , 𝑛) × 𝐵d𝑇 (𝑒𝐻 , 𝑛), and it follows that

𝛽(𝐺×𝐻,𝑈)(𝑛) ≤ 𝛽(𝐺,𝑆)(𝑛)𝛽(𝐻,𝑇)(𝑛)

for any 𝑛 ≥ 1. We conclude that 𝛽(𝐺×𝐻,𝑈) ≼ 𝛽(𝐺,𝑆)𝛽(𝐻,𝑇), and finally that 𝛽(𝐺×𝐻,𝑈) ∼
𝛽(𝐺,𝑆)𝛽(𝐻,𝑇). □

Therefore, as 𝛽Z ∼ 𝑛 (cf. Example 3.23(i)), it follows that Z𝑑 has polynomial growth of
degree 𝑑, for any 𝑑 ≥ 1. This implies the following.

Corollary 3.29. Any finitely generated abelian group has polynomial growth.

Proof. Such a group 𝐺 splits as a product Z𝑑 × 𝐹, where 𝑑 ∈ N and 𝐹 is a finite group (see
e.g. [3, corollary 1.30]). As the growth function of 𝐹 is constant for 𝑛 large enough, we
conclude that 𝛽𝐺 ∼ 𝛽Z𝑑 ∼ 𝑛𝑑, as claimed. □

These results already allow us to distinguish euclidean spaces up to quasi-isometry.

Corollary 3.30. For any 𝑑 ≠ 𝑑′ ∈ N, Z𝑑 is not quasi-isometric to Z𝑑′. As a consequence, R𝑑
is not quasi-isometric to R𝑑′.

Proof. (i) If 𝑑 ≠ 𝑑′ and Z𝑑 ∼𝑄.𝐼. Z𝑑
′, then 𝑛𝑑 ∼ 𝑛𝑑

′, so 𝑑 = 𝑑′ by Example 3.21(i). This
contradiction shows thatZ𝑑 /𝑄.𝐼. Z𝑑

′. In particular, asR𝑑 (resp. R𝑑′) is quasi-isometric to
Z𝑑 (resp. Z𝑑′), we deduce also R𝑑 /𝑄.𝐼. R𝑑

′. □

So far, we defined growth for uniformly locally finite pseudo-metric spaces, and in
this class, it is a quasi-isometry invariant. It therefore makes sense to define growth for
pseudo-metric spaces quasi-isometric to uniformly locally finite pseudo-metric spaces,
without requiring them to be uniformly locally finite from the beginning. This property
is related to coarse properness and uniform coarse properness, that we define now.

Definition 3.31. A pseudo-metric space (𝑋, 𝑑𝑋) is coarsely proper if there exists 𝑅0 ≥ 0
so that any bounded subset of 𝑋 can be covered by finitely many balls of radius 𝑅0.

Proposition 3.32. Let (𝑋, 𝑑𝑋) be a pseudo-metric space. The following claims are equiva-
lent.

(i) The space (𝑋, 𝑑𝑋) is coarsely proper.

(ii) The space (𝑋, 𝑑𝑋) is coarsely equivalent to a locally finite discrete metric space.

(iii) The space (𝑋, 𝑑𝑋) is quasi-isometric to a locally finite discrete metric space.

(iv) The space (𝑋, 𝑑𝑋) contains a locally finite metric lattice.

(v) For any 𝑐 > 0, the space (𝑋, 𝑑𝑋) contains a locally finite 𝑐−metric lattice.

(vi) There exists 𝑐0 > 0 so that, for any 𝑐 ≥ 𝑐0, every 𝑐−metric lattice in 𝑋 is locally finite.
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If moreover 𝑋 is large-scale geodesic, 𝑋 satisfies properties (i)-(vi) if and only if (vii) 𝑋 is
quasi-isometric to a locally finite connected graph.

Proof. Note to start that (v)=⇒ (iv) is obvious, that (iv)=⇒ (iii) follows fromRemark 3.14,
and that (iii) =⇒ (ii) is also clear. We now prove that (i)⇐⇒ (iii).
(i)=⇒ (iii) : Suppose that𝑋 is coarsely proper, and let 𝑅0 ≥ 0 be given byDefinition 3.31.
Let 𝐿 be a 3𝑅0−metric lattice in 𝑋, which exists by Proposition 3.15. By Remark 3.14, 𝑋 is
quasi-isometric to 𝐿, so it is enough to showthat 𝐿 is locallyfinite. Let 𝐹 ⊂ 𝐿beabounded
subset. Then 𝐹 is included in the union of finitelymany balls 𝐵1, . . . , 𝐵𝑛 of radius 𝑅0, and
since the distance between two points of 𝐿 is at least 3𝑅0, the ball 𝐵𝑖 can contain at most
one point of 𝐹, for any 1 ≤ 𝑖 ≤ 𝑛. Hence 𝐹 is finite, and thus balls of 𝐿 are finite.
(iii) =⇒ (i) : Let 𝑓 : (𝑋, 𝑑𝑋) −→ (𝑌, 𝑑𝑌) be a quasi-isometry, with𝑌 a locally finite discrete
metric space. Denote 𝑎 > 0, 𝑏 ≥ 0 the parameters of 𝑓 . Observe first that the pre-image
under 𝑓 of any singleton in𝑌 has finite diameter: if 𝑦 ∈ 𝑌 and 𝑥, 𝑥′ ∈ 𝑓 −1({𝑦}), then

𝑑𝑋(𝑥, 𝑥′) ≤ 𝑎(𝑑𝑌( 𝑓 (𝑥), 𝑓 (𝑥′)) + 𝑏) = 𝑎(𝑑𝑌(𝑦, 𝑦) + 𝑏) = 𝑎𝑏.

Let then 𝑅0 ··= 𝑎𝑏 ≥ 0, and let 𝐵 ⊂ 𝑋 be bounded. Then 𝑓 (𝐵) ⊂ 𝑌 is bounded, as

𝑑𝑌( 𝑓 (𝑥), 𝑓 (𝑥′)) ≤ 𝑎𝑑𝑋(𝑥, 𝑥′) + 𝑏 ≤ 𝑎diam(𝐵) + 𝑏

for any 𝑥, 𝑥′ ∈ 𝐵. As 𝑌 is locally finite, we deduce that 𝑓 (𝐵) is finite, and we enumerate
𝑓 (𝐵) = { 𝑓 (𝑥1), . . . , 𝑓 (𝑥𝑛)} for 𝑥1, . . . , 𝑥𝑛 ∈ 𝐵. It follows that

𝐵 ⊂ 𝑓 −1( 𝑓 (𝐵)) =
𝑛⋃
𝑖=1

𝑓 −1({ 𝑓 (𝑥𝑛)}) ⊂
𝑛⋃
𝑖=1

𝐵𝑑𝑋 (𝑥𝑖 , 𝑅0)

where the last inclusion is justifiedbyourpreviousobservation. Hence (𝑋, 𝑑𝑋) is coarsely
proper.
(ii) =⇒ (iv) : Assume there exists a locally finite discrete metric space (𝐷, 𝑑) and ametric
coarse equivalence 𝑓 : 𝐷 −→ 𝑋. By Proposition 3.16(i), we find ametric lattice 𝐿 ⊂ 𝐷 so
that

𝑑𝑋( 𝑓 (ℓ ), 𝑓 (ℓ ′)) ≥ 1

for any ℓ ≠ ℓ ′ ∈ 𝐿. We denote 𝑑𝐿 the restriction of 𝑑 to 𝐿. Then 𝑓 (𝐿) ⊂ 𝑋 is ametric lattice
in 𝑋, so it remains to check it is locally finite. Let 𝐵 ⊂ 𝑓 (𝐿) be bounded. Then 𝑓 −1(𝐵)
is bounded as 𝑓 is coarsely expansive. Since (𝐿, 𝑑𝐿) is proper, 𝑓 −1(𝐵) ∩ 𝐿 is finite. Since
𝑓|𝐿 : 𝐿 −→ 𝑋 is injective, it follows that 𝐵 is finite. Thus 𝑓 (𝐿) is a locally finitemetric lattice
in 𝑋, which shows (iv).
(iv) =⇒ (v) : Let 𝑐 > 0. From Proposition 3.15, every metric lattice contains a 𝑐−metric
lattice, whence the claim.
So far, wehaveproved the equivalences of properties (i)-(v). Note that (vi)=⇒ (iv) follows
once again from Proposition 3.15.
(iv)=⇒ (vi) : Let𝐷 ⊂ 𝑋 be a locally finitemetric lattice. It is cobounded, so let𝑅 > 0be so
that any point of 𝑋 is at distance atmost 𝑅 from a point of𝐷. Let 𝑐0 ··= 2𝑅 + 1, and fix 𝐸 a
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𝑐−metric lattice for 𝑐 ≥ 𝑐0. For any 𝑒 ∈ 𝐸, choose an element 𝑑𝑒 ∈ 𝐷 so that 𝑑𝑋(𝑒 , 𝑑𝑒) ≤ 𝑅,
and define 𝑓 : 𝐸 −→ 𝐷 setting 𝑓 (𝑒) ··= 𝑑𝑒 . This map is injective, since if 𝑒 ≠ 𝑒′ ∈ 𝐸 are so
that 𝑓 (𝑒) = 𝑓 (𝑒′), then

2𝑅 + 1 = 𝑐0 ≤ 𝑐 ≤ 𝑑𝑋(𝑒 , 𝑒′) ≤ 𝑑𝑋(𝑒 , 𝑑𝑒) + 𝑑𝑋(𝑑𝑒 , 𝑒′) ≤ 2𝑅

a contradiction. Moreover, if 𝑟 ≥ 0 and 𝑒 ∈ 𝐸, the image of 𝐵𝑑𝐸(𝑒 , 𝑟) under 𝑓 is contained
in 𝐵𝑑𝐷 ( 𝑓 (𝑒), 2𝑅). The latter being finite by hypothesis on 𝐷, we conclude that 𝐵𝑑𝐸(𝑒 , 𝑟) is
finite as well. Thus 𝐸 is locally finite.

To conclude, we assume moreover that 𝑋 is large-scale geodesic, and we show that
(iii)⇐⇒ (vii). The implication (vii) =⇒ (iii) is immediate, so we turn to the converse.
(iii)=⇒ (vii) : Assume that𝑋 is 𝑐−large-scale geodesic, and by (iii) without restrictionwe
assume that 𝑋 is a locally finite discrete metric space. Consider the graph 𝑋′ for which
vertices are elements of 𝑋 and two such vertices are linked by an edge if they are at dis-
tance less than 𝑐 in𝑋. Endow𝑋′with thenatural combinatorialmetric 𝑑′. As𝑋 is 𝑐−large-
scale geodesic, 𝑋′ is connected, and themap

Id𝑋 : (𝑋, 𝑑𝑋) −→ (𝑋′, 𝑑′)

is a quasi-isometry. As (𝑋, 𝑑𝑋) is locally finite, so is (𝑋′, 𝑑′), and (vii) is proved. □

In particular, we deduce that coarse properness is a coarse geometric invariant.

Corollary 3.33. For pseudo-metric spaces, coarse properness is invariant under metric
coarse equivalence.

Proof. This follows directly from (ii) in the previous proposition. □

We also get examples of coarsely proper metric spaces.

Corollary 3.34. Proper metric spaces are coarsely proper.

Proof. Let (𝑋, 𝑑𝑋) be a proper metric space. Choose a metric lattice 𝐿 ⊂ 𝑋 such that
𝑑𝑋(ℓ , ℓ ′) > 2 for any ℓ ≠ ℓ ′ ∈ 𝐿. By Proposition 3.32(iv), it is enough to prove that 𝐿 is
locally finite to deduce that 𝑋 is coarsely proper.

Thus let 𝑅 > 0, ℓ0 ∈ 𝐿, and consider the ball 𝐵 ··= 𝐵𝐿(ℓ0, 𝑅) in 𝐿. If 𝐵 is infinite, then
(𝐵𝑑𝑋 (ℓ , 1) = {𝑥 ∈ 𝑋 : 𝑑𝑋(𝑥, ℓ ) ≤ 1})ℓ∈𝐵 is an infinite collection of pairwise disjoint non-
empty balls of radius 1 in𝑋, all contained in 𝐵𝑑𝑋 (ℓ0, 𝑅+ 1), which is relatively compact as
𝑋 is proper. This contradiction proves that balls of 𝐿 are finite, as was to be shown. □

Let us now turn to the corresponding uniform notion.

Definition 3.35. A pseudo-metric space (𝑋, 𝑑𝑋) is uniformly coarsely proper if there ex-
ists 𝑅0 ≥ 0 so that, for any 𝑅 ≥ 0, there exists 𝑁 ∈ N so that any ball of radius 𝑅 can be
covered by 𝑁 balls of radius 𝑅0.
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Clearly, any uniformly coarsely proper pseudo-metric space is coarsely proper.
Here is the natural analog of Proposition 3.32 and Corollary 3.33 for uniform coarse

properness.

Proposition 3.36. Let (𝑋, 𝑑𝑋) be a pseudo-metric space. The following claims are equiva-
lent.

(i) The space (𝑋, 𝑑𝑋) is uniformly coarsely proper.

(ii) The space (𝑋, 𝑑𝑋) is coarsely equivalent to a uniformly locally finite discrete metric
space.

(iii) The space (𝑋, 𝑑𝑋) is quasi-isometric toauniformly locallyfinitediscretemetric space.

(iv) The space (𝑋, 𝑑𝑋) contains a uniformly locally finite metric lattice.

(v) For any 𝑐 > 0, the space (𝑋, 𝑑𝑋) contains a uniformly locally finite 𝑐−metric lattice.

(vi) There exists 𝑐0 > 0 so that, for any 𝑐 ≥ 𝑐0, every 𝑐−metric lattice in 𝑋 is uniformly
locally finite.

If moreover 𝑋 is large-scale geodesic, 𝑋 satisfies properties (i)-(vi) if and only if (vii) 𝑋 is
quasi-isometric to a connected graph of bounded degree.

Corollary 3.37. For pseudo-metric spaces, uniform coarse properness is invariant under
metric coarse equivalence.

Hence we can define the growth type of a uniformly coarsely proper pseudo-metric
space as the growth type of one of its uniformly locally finite metric lattices. The next
statement shows this definition does not depend on the choice of the lattice, nor of the
basepoint.

Proposition 3.38. Let 𝑋 be a non-empty uniformly coarsely proper pseudo-metric space.
Let 𝐿0, 𝐿1 bemetric lattices in 𝑋 with 𝑥0 ∈ 𝐿0, 𝑥1 ∈ 𝐿1. Then one has

𝛽𝑥0
𝐿0

≃ 𝛽𝑥1
𝐿1
.

Proof. By point (vi) of Proposition 3.36, wemay assume that 𝐿0, 𝐿1 are uniformly locally
finite. Let 𝜄0 : 𝐿0 ↩→ 𝑋, 𝜄1 : 𝐿1 ↩→ 𝑋 be the natural inclusions. These are quasi-isometries
(Remark 3.14), and letting 𝑝1 : 𝑋 −→ 𝐿1 be a quasi-inverse of 𝜄1, the composition 𝑝1 ◦ 𝜄0
is a quasi-isometry from 𝐿0 to 𝐿1. We thusmay apply Proposition 3.24(iii) to get

𝛽𝑥0
𝐿0

≃ 𝛽𝑥1
𝐿1

as claimed. □

Definition 3.39. Let𝑋 be a uniformly coarsely proper pseudo-metric space. The growth
type of 𝑋, denoted 𝛽𝑋 , is the class of the function 𝛽𝑥

𝐿
, where 𝐿 a uniformly locally finite

metric lattice in 𝑋 and 𝑥 ∈ 𝐿.
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Example 3.40. For any 𝑑 ≥ 1, R𝑑 contains Z𝑑 as a uniformly locally finite metric lattice,
and the latter has polynomial growth, so that R𝑑 has polynomial growth of degree 𝑑.

The following is also a direct consequence of Proposition 3.36, and generalises Corol-
lory 3.26(ii).

Corollary 3.41. Let 𝑋 be a uniformly coarsely proper and large-scale geodesic pseudo-
metric space. Then 𝑋 grows at most exponentially fast.

Proof. Fromtheassumptionsandpoint (vii) of Proposition3.36,weknowthat𝑋 is quasi-
isometric to a connectedgraphof boundeddegree. Suchagraphhas atmost exponential
growth, whence the conclusion. □

In this result, the assumption on the large-scale geodesicity of 𝑋 cannot be dropped,
as shown by Example 3.23(ii).

Since now growth is defined for a wider class of pseudo-metric spaces, it also makes
sense to extend Proposition 3.24 to those spaces.

Proposition 3.42. Let 𝑋,𝑌 be two pseudo-metric spaces. Suppose𝑌 is uniformly coarsely
proper.

(i) If there is a coarse embedding 𝑓 : 𝑋 −→ 𝑌, then 𝑋 is uniformly coarsely proper. In
particular, the growth type of 𝑋 is well-defined.

(ii) If 𝑓 is moreover large-scale Lipschitz, then 𝛽𝑋 ≼ 𝛽𝑌.

(iii) If 𝑓 is moreover a quasi-isometry, then 𝛽𝑋 ≃ 𝛽𝑌.

Proof. (i) By hypothesis, wehave a subspace𝑌0 ⊂ 𝑌 and a surjectivemetric coarse equiv-
alence 𝑓 : 𝑋 −→ 𝑌0. Let 𝑔 : 𝑌0 −→ 𝑋 be a metric coarse equivalence so that 𝑓 and 𝑔 are
inverses of each other in themetric coarse category. Let 𝑐 > 0 be so that

𝑑𝑋(𝑔(𝑦), 𝑔(𝑦)) ≥ 1

for all 𝑦, 𝑦′ ∈ 𝑌0with 𝑑𝑌(𝑦, 𝑦′) ≥ 𝑐. If now𝑀0 is a 𝑐−metric lattice in𝑌0 and𝑀 is a 𝑐−metric
lattice in𝑌 containing𝑀0, then𝑀 is uniformly locally finite since𝑌 is uniformly coarsely
proper, and thus so is 𝑀0. Hence 𝑔(𝑀0) is a uniformly locally finite metric lattice in 𝑋,
which implies that 𝑋 is uniformly coarsely proper.

Points (ii) and (iii) follow fromthecorrespondingpoints inProposition3.24afterpass-
ing to uniformly locally finite metric lattices in 𝑋 and𝑌. □

As we proved, growth can be used to rule out the existence of a quasi-isometry be-
tween two uniformly coarsely proper pseudo-metric spaces.

Additionally, if these pseudo-metric spaces are large-scale geodesic, it can also rule
out the existence of coarse embeddings.
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Corollary 3.43. Let 𝑋,𝑌 be pseudo-metric spaces. Suppose that 𝑋 is large-scale geodesic
and that𝑌 is uniformly coarsely proper.

If there exists a coarse embedding from 𝑋 to𝑌, then 𝛽𝑋 ≼ 𝛽𝑌.

Proof. Observe first that 𝑋 is also uniformly coarsely proper by (i) of the previous result.
Set𝑌0 ··= 𝑓 (𝑋). Let 𝑐 > 0 be so that

𝑑𝑌( 𝑓 (𝑥), 𝑓 (𝑥′)) ≥ 1

for any 𝑥, 𝑥′ ∈ 𝑋 with 𝑑𝑋(𝑥, 𝑥′) ≥ 𝑐. By Proposition 2.25(i), 𝑓 is in fact large-scale Lips-
chitz, i.e. there is 𝑐+ > 0, 𝑐′+ ≥ 0 so that

𝑑𝑌( 𝑓 (𝑥), 𝑓 (𝑥′)) ≤ 𝑐+𝑑𝑋(𝑥, 𝑥′) + 𝑐′+

for any 𝑥, 𝑥′ ∈ 𝑋. Now, fix 𝑥0 ∈ 𝑋 and let 𝐿 be a 𝑐−metric lattice in 𝑋 containing 𝑥0.
Then𝑀0 ··= 𝑓 (𝐿) is a 1−metric lattice in 𝑌0, so that there exists a 1−metric lattice𝑀 in 𝑌
containing𝑀0. Observe that 𝑓|𝐿 is injective and that

𝑓 (𝐵𝐿(𝑥0, 𝑟)) ⊂ 𝐵𝑀( 𝑓 (𝑥0), 𝑐+𝑟 + 𝑐′+)

for any 𝑟 ≥ 0. As 𝑓|𝐿 is injective, it follows that 𝛽𝑥0𝐿 (𝑟) ≤ 𝛽
𝑓 (𝑥0)
𝑀

(𝑐+𝑟 + 𝑐′+) for any 𝑟 ≥ 0,
whence 𝛽𝑥0

𝐿
≼ 𝛽

𝑓 (𝑥0)
𝑀

. Hence 𝛽𝑋 ≼ 𝛽𝑌. □

Example3.44. (i) As 𝐹2 hasexponential growth, it follows that anyfinitely generatedcon-
taining a subgroup isomorphic to 𝐹2 also has exponential growth. In particular, 𝐹𝑑 has
exponential growth for any 𝑑 ≥ 1.
(ii) For any 𝑑 ≥ 1,Z𝑑 has polynomial growth of degree 𝑑while 𝐹𝑑 has exponential growth.
As 𝑛𝑑 / 𝑒𝑛 by Example 3.21(ii), it follows that Z𝑑 is not quasi-isometric to 𝐹𝑑.
(iii) It follows from Corollary 3.43 that there does not exist any coarse embedding of 𝐹2
into a euclidean space R𝑑, 𝑑 ≥ 1. More generally, a regular tree of degree at least 3 does
not coarsely embed into a euclidean space.

Let us close this part by presenting another way of defining growth for 𝜎−compact
locally compact groups, through their Haar measures.

Definition 3.45. Let 𝐺 be a 𝜎−compact locally compact group, 𝜇 a Haar measure on 𝐺,
and 𝑑 ameasurable adapted pseudo-metric on 𝐺. For 𝑟 ≥ 0, we define the volume of the
ball 𝐵𝑑(𝑒 , 𝑟) as

Vol(𝐵𝑑(𝑒 , 𝑟)) ··=
∫
𝐵𝑑(𝑒 ,𝑟)

𝑑𝜇

and the growth function of 𝐺 with respect to 𝑑 and 𝜇 as

𝑣𝐺,𝑑,𝜇(𝑟) ··= Vol(𝐵𝑑(𝑒 , 𝑟)), 𝑟 ≥ 0.

The growth type of 𝐺 is then the equivalence class of 𝑣𝐺,𝑑,𝜇.
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Observe that the growth type of𝐺 is independent of the choice of 𝜇, since the latter is
unique up tomultiplicative constants.

Moreover, observe that if 𝑑′ is another adapted pseudo-metric on 𝐺 so that (𝐺, 𝑑),
(𝐺, 𝑑′) are quasi-isometric, then 𝑣𝐺,𝑑,𝜇 ≃ 𝑣𝐺,𝑑′,𝜇, so that the growth type of 𝐺 is also inde-
pendent of the choice of 𝑑.

We now prove this definition of growth is equivalent to the one above.

Proposition 3.46. Let 𝐺 be a 𝜎−compact locally compact group, and let 𝑑, 𝜇, 𝑣𝐺,𝑑,𝜇 be as
above.

(i) The pseudo-metric space (𝐺, 𝑑) is uniformly coarsely proper. In particular, its growth
function 𝛽𝐺 is well-defined.

(ii) The functions 𝛽𝐺 and 𝑣𝐺,𝑑,𝜇 are equivalent.

Proof. (i) Let 𝑠 > 0be large enough so that 𝐵𝑑(𝑒 , 𝑠) is a neighborhood of 𝑒 in𝐺. Let 𝑐 > 2𝑠,
and using Proposition 3.15, choose a 𝑐−metric lattice 𝐿 in (𝐺, 𝑑) containing 𝑒. We now
show (𝐿, 𝑑) is uniformly locally finite to conclude the proof of (i).

Let 𝑟 ≥ 0 and ℓ ∈ 𝐿. Since (ℓ ′𝐶){ℓ ′∈𝐿 : 𝑑(ℓ ,ℓ ′)≤𝑟} is a collection of pairwise disjoint balls
all contained in 𝐵𝐺(ℓ , 𝑟 + 𝑠), it follows that

𝛽ℓ𝐿(𝑟)𝑣𝐺,𝑑,𝜇(𝑠) ≤ 𝑣𝐺,𝑑,𝜇(𝑟 + 𝑠) (4)

and thus
sup
ℓ∈𝐿

𝛽ℓ𝐿(𝑟) ≤
𝑣𝐺,𝑑,𝜇(𝑟 + 𝑠)
𝑣𝐺,𝑑,𝜇(𝑠)

for any 𝑟 ≥ 0. Thus 𝐿 is uniformly locally finite, and this proves (i).
(ii) Point (4) above already shows 𝛽ℓ

𝐿
≼ 𝑣𝐺,𝑑,𝜇. On the other hand, if 𝑅 ≥ sup

𝑔∈𝐺
𝑑(𝑔, 𝐿), then

the balls ℓ𝐵𝐺(𝑒 , 1) cover 𝐺. It follows that

𝐵𝐺(𝑒 , 𝑟) ⊂
⋃

ℓ∈𝐿∩𝐵𝐺(𝑒 ,𝑟+𝑅)
ℓ𝐵

for all 𝑟 ≥ 0, whence 𝑣𝐺,𝑑,𝜇(𝑟) ≤ 𝛽𝑒
𝐿
(𝑟 + 𝑅)𝑣𝐺,𝑑,𝜇(𝑅) for all 𝑟 ≥ 0. Thus 𝑣𝐺,𝑑,𝜇 ≼ 𝛽ℓ

𝐿
, and (ii)

is proved. □

3.4 Growth of nilpotent groups

In this part, we generalise Corollary 3.29 and we prove that any finitely generated
nilpotent group has polynomial growth.

Theorem 3.47. Any finitely generated nilpotent group has polynomial growth.
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Proof. Let thus 𝐺 = ⟨𝑆⟩, 𝑆 = {𝑠1, . . . , 𝑠𝑚} be a finitely generated nilpotent group, of
nilpotency class 𝑐 ≥ 1. We prove the theorem by induction on 𝑐 ≥ 1. The case 𝑐 = 1
corresponds to a finitely generated abelian group, and is thus handled by Corollary 3.29.

Assumenowthat𝐺hasnilpotencyclass 𝑐 = 2. Thismeans that [[𝐺, 𝐺], 𝐺] = {𝑒𝐺}, and
in particular [𝐺, 𝐺] ⊂ 𝑍(𝐺), i.e. [𝐺, 𝐺] is abelian. As it is also finitely generated by Propo-
sition (fromChapter 1), we deduce from the base case that it has polynomial growth, say
of degree 𝑘 ≥ 1. Now consider 𝑔 ∈ 𝐺 of length 𝑛. Since𝐺 is generated by 𝑆, 𝑔 is a product
of elements of 𝑆, and we want to regroup powers of generators that are present in our
original word and put them in a prescribed order. If 𝑠, 𝑠′ ∈ 𝑆 are two generators so that
𝑠𝑠′ appears in 𝑔, then we write it as

𝑠𝑠′ = 𝑠′𝑠𝑠−1𝑠′−1𝑠𝑠′ = [𝑠′, 𝑠]𝑠′𝑠

and since [𝑠′, 𝑠] ∈ 𝑍(𝐺), it commuteswith all generators appearing before 𝑠𝑠′ in thewrit-
ing of 𝑔, so that we can move [𝑠′, 𝑠] at the left most end of 𝑔. After this operation, the
product 𝑠𝑠′ in 𝑔 has been replaced by 𝑠′𝑠. By repeating this operation, our word 𝑔 can be
written as

𝑔 = 𝐶𝑠𝑘11 . . . 𝑠
𝑘𝑚
𝑚

where 𝑘1, . . . , 𝑘𝑚 ∈ N andwhere 𝐶 is a product of atmost 𝑛2 commutators of generators.
Then

𝛽(𝐺,𝑆)(𝑛) ≤ 𝑛2𝑘+𝑚

whence 𝐺 has polynomial growth.
We handle the general case based on the same idea. Let 𝐺 = ⟨𝑠1, . . . , 𝑠𝑚⟩ be finitely

generated and nilpotent of nilpotency class 𝑐 ≥ 1. Then [𝐺, 𝐺] is nilpotent of nilpotency
class 𝑐 − 1, and is finitely generated by Proposition 1.45. Thus, by the induction hypoth-
esis, it has polynomial growth, say of degree 𝑘. If 𝑔 has length 𝑛 and 𝑠𝑠′ appears in the
writing of 𝑔 as a product of generators, we replace 𝑠𝑠′ by [𝑠′, 𝑠]𝑠′𝑠. Now we must move
[𝑠′, 𝑠] at the left most end of 𝑔. If 𝑠′′ is a generator so that 𝑠′′[𝑠′, 𝑠] appears in 𝑔, then we
write

𝑠′′[𝑠′, 𝑠] = [[𝑠′, 𝑠], 𝑠′′][𝑠′, 𝑠]𝑠′′

and [[𝑠′, 𝑠], 𝑠′′] ∈ [[𝐺, 𝐺], 𝐺], which is finitely generated of nilpotency class 𝑐−2. In order
tomove all commutators that we get as we exchange generators in the initial word to the
leftmost end of theword, wewill have to performatmost 𝑛3 exchanges of a commutator
with a generator, and at each stepwewill get a double commutator thatwewill also have
to move at the left most end of the word. Eventually this process will stop as 𝑐 is finite.
We conclude that there is 𝐶 ∈ N so that

𝛽(𝐺,𝑆)(𝑛) ≤ 𝑛𝑚+𝐶𝑘

and 𝐺 has polynomial growth. □

For 𝐺 a nilpotent group, the proof of the previous result does not give a precise for-
mula computing the degree of polynomial growth, but it turns out such a formula actu-
ally exists. It is sometimes called the Bass-Guivarch formula [3, theorem 7.29].
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Theorem3.48. Let𝐺 be anilpotent group. For any 𝑖 ≥ 1, let 𝑟𝑖 denote the torsion-free rank
of the quotient 𝛾𝑖(𝐺)/𝛾𝑖+1(𝐺).

Then 𝐺 has polynomial growth of degree 𝑑, where 𝑑 ··=
∑
𝑖≥1 𝑖𝑟𝑖.

For instance, applying this formula with the Heisenberg group 𝐻(Z) which is nilpo-
tent of class 2 shows that𝐻(Z)has polynomial growth of degree 4. In particular,𝐻(Z) and
Z3 are not quasi-isometric, and𝐻(Z) does not coarsely embed into Z3.

Amazingly, the converse of Theorem3.47 is also true, up to a subgroup of finite index.
This is an outstanding result due to Gromov. A proof is far beyond the scope of this text,
and can be found for instance in [3, theorem 12.1] or [6].

Theorem 3.49. If𝐺 is a finitely generated group having polynomial growth, then𝐺 is vir-
tually nilpotent.

Here, recall that if 𝒫 is a group property, a group is called virtually 𝒫 if 𝐺 contains a
finite index subgroup𝐻 having property 𝒫.

3.5 Milnor’s theorem

We saw above that on the one hand, all nilpotent groups have polynomial growth,
and on the other hand all examples of exponential growth groups encountered so far
contains non-abelian free subgroups. In particular, these examples are very far frombe-
ing solvable. The goal of this section is to exhibit some examples of solvable groups (thus
without any non-abelian free subgroups) that have exponential growth. This is accom-
plished through the followingmajor result, due to JohnMilnor.

Theorem3.50. Afinitely generated solvable group of subexponential growth is polycyclic.

Proof. We claim that it is enough to prove that [𝐺, 𝐺] is finitely generated. Indeed, if
this condition holds, then [𝐺, 𝐺] is a finitely generated solvable group of subexponen-
tial growth and, by induction on the derived length, it is polycyclic. On the other hand,
𝐺/[𝐺, 𝐺] is finitely generated and abelian, thus polycyclic as well. Hence 𝐺 is polycyclic
as an extension of two polycyclic groups (Proposition 1.47).

Let us then show that, under the assumptions of the theorem, [𝐺, 𝐺] is finitely gener-
ated. Since 𝐺/[𝐺, 𝐺] is finitely generated and abelian, wemay find a sequence

𝐺 ⩾ 𝐻𝑠 ⩾ · · · ⩾ 𝐻1 ⩾ 𝐻0 = [𝐺, 𝐺]

with [𝐺 : 𝐻𝑠] < ∞ and 𝐻𝑖/𝐻𝑖−1 is infinite cyclic for any 𝑖 = 1, . . . , 𝑠. Note that 𝐻𝑠 is
finitely generated byCorollary 3.7. Thuswe can conclude that [𝐺, 𝐺] is finitely generated
by applying iteratively the following claim.
Claim. Let 𝐺 be a finitely generated group of subexponential growth and suppose that 𝐻
is a normal subgroup of 𝐺 so that 𝐺/𝐻 � Z. Then𝐻 is finitely generated.
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Proof of the claim. Let 𝑎 ∈ 𝐺 be so that𝐺/𝐻 = ⟨𝑎𝐻⟩, and let𝑋 ⊂ 𝐺 be a finite symmetric
generating set of 𝐺. Without restrictions, we assume that 𝑎 ∈ 𝑋. For any 𝑥 ∈ 𝑋, there
is 𝑛 ∈ Z and ℎ ∈ 𝐻 so that 𝑥 = 𝑎𝑛ℎ. Up to replacing any element 𝑥 ≠ 𝑎±1 by the corre-
sponding ℎ, wemay assume that𝑋 = {𝑎±1, ℎ±11 , . . . , ℎ±1

ℓ
}where ℎ𝑖 ∈ 𝐻 for all 𝑖 = 1, . . . , ℓ .

Let 𝐻(𝑚) ⊂ 𝐻 denote the subgroup generated by the elements 𝑎 𝑗ℎ±1
𝑖
𝑎−𝑗 with 𝑖 = 1, . . . , ℓ

and 𝑗 = 0, . . . , 𝑚. Note that 𝐻(0) ⊂ 𝐻(1) ⊂ 𝐻(2) ⊂ . . . and let 𝐻+ ··=
⋃∞
𝑚=0𝐻

(𝑚). We prove
that 𝐻+ = 𝐻(𝑚) for some 𝑚 ≥ 1. If not, for any 𝑚 ≥ 0, we can find 𝑗𝑚 ∈ {1, . . . ℓ } so that
𝑘𝑚 ··= 𝑎𝑚ℎ 𝑗𝑚 𝑎

−𝑚 ∈ 𝐻(𝑚) \ 𝐻(𝑚−1). Now, for𝑚 ∈ N, consider the products

𝑘𝜀00 𝑘
𝜀1
1 . . . 𝑘

𝜀𝑚
𝑚

where 𝜀0, . . . , 𝜀𝑚 ∈ {0, 1}. There are 2𝑚+1 words of this type which represent disctinct
group elements of length less than 3𝑚 + 1with respect to 𝑋. Indeed themaximal length
is attained when 𝜀𝑖 = 1 for all 𝑖 so that the corresponding element is

𝑘0 . . . 𝑘𝑚 = ℎ 𝑗0𝑎ℎ 𝑗1𝑎ℎ 𝑗2 . . . 𝑎ℎ 𝑗𝑚 𝑎
−𝑚 .

This implies that 𝛽(𝐺,𝑋)(3𝑚 + 1) ≥ 2𝑚+1, contradicting the fact that 𝐺 has subexponential
growth. Thus 𝐻+ = 𝐻(𝑚′) for some 𝑚′ ≥ 1. In the same way, exchanging the roles of 𝑎
and 𝑎−1 we can show that the subgroup 𝐻− ··=

⋃∞
𝑚=0𝐻

(−𝑚), where 𝐻(−𝑚) is the subgroup
of 𝐺 generated by the elements 𝑎−𝑗ℎ±1

𝑖
𝑎 𝑗 with 𝑖 = 1, 2, . . . , ℓ and 𝑗 = 0, . . . , 𝑚, is finitely

generated, say𝐻− = 𝐻(−𝑚′′) for some𝑚′′ ≥ 1. It follows that

𝐻 =
〈 ∞⋃
𝑗=−∞

𝐻(𝑗)〉 = 〈 𝑚′⋃
𝑗=−𝑚′′

𝐻(𝑗)〉
is finitely generated, and the claim is proved. □

As explained above, this concludes the proof of the theorem. □

Example 3.51. The lamplighter groupZ2 ≀Z is finitely generated (Proposition 1.43), solv-
able and not polycyclic (cf. Example 1.46). Thus, byMilnor’s theorem, it has exponential
growth. More generally, if 𝐴 is finitely generated, solvable and that 𝐵 is infinite finitely
generated and solvable, then 𝐴 ≀ 𝐵 has exponential growth.

Another important result in growth theory, due to Wolf, is the following. A proof is
presented for instance in [3, theorem 7.37].

Theorem 3.52. A polycyclic group with subexponential growth is virtually nilpotent.

Combining this withMilnor’s theorem and Theorem 3.47, we deduce that intermedi-
ate growth cannot be observed among solvable groups.

Theorem 3.53. A finitely generated solvable group either has exponential or polynomial
growth. In the latter case, it is virtually nilpotent.
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4. Simple connectedness in themetric coarse category

In this part, we focus on another property that turns out to be invariant undermetric
coarse equivalence. The idea to keep inmind is that this construction is a coarse analog
of the construction of the fundamental group of a topological space.

4.1 Coarsely simply connected pseudo-metric spaces

Definition 4.1. Let (𝑋, 𝑑𝑋) be a pseudo-metric space and let 𝑐 > 0. Two 𝑐−paths 𝜉 =

(𝑥0, . . . , 𝑥𝑚), 𝜂 = (𝑦0, . . . , 𝑦𝑛) in 𝑋 are 𝑐−elementarily homotopic if 𝑥0 = 𝑦0, 𝑥𝑚 = 𝑦𝑛 and
if either

𝑛 = 𝑚 + 1 and (𝑦0, . . . , 𝑦𝑛) = (𝑥0, . . . , 𝑥𝑖 , 𝑦𝑖+1, 𝑥𝑖+1, . . . , 𝑥𝑚)
or

𝑚 = 𝑛 + 1 and (𝑥0, . . . , 𝑥𝑚) = (𝑦0, . . . , 𝑦𝑖 , 𝑥𝑖+1, 𝑦𝑖+1, . . . , 𝑦𝑚)
for some index 𝑖.

Additionally, we say that two 𝑐−paths 𝜉, 𝜂 are 𝑐−homotopic if there exists a sequence
𝜉0 = 𝜉, 𝜉1, . . . , 𝜉ℓ = 𝜂 of 𝑐−paths so that 𝜉𝑗−1, 𝜉𝑗 are 𝑐−elementarily homotopic for any
𝑗 = 1, . . . , ℓ .

For 𝑥0 ∈ 𝑋, a 𝑐−loop in 𝑋 at 𝑥0 is a 𝑐−path that starts and ends at 𝑥0.
Here is a first example of homotopic paths.

Lemma 4.2. Let (𝑋, 𝑑𝑋) be a pseudo-metric space, 𝑐 > 0, and let 𝜉 = (𝑥0, . . . , 𝑥𝑛), 𝜂 =

(𝑦0, . . . , 𝑦𝑛) be two 𝑐−paths in 𝑋 so that 𝑥0 = 𝑦0, 𝑥𝑛 = 𝑦𝑛.
If 𝑑𝑋(𝑥𝑖 , 𝑦𝑖) ≤ 𝑐 for any 𝑖 = 1, . . . , 𝑛, then 𝜉 and 𝜂 are 2𝑐−homotopoic.

Proof. The idea here is to start from the sequence 𝜉 and progressively introduce the 𝑦𝑖’s
and delete the 𝑥𝑖’s, alternating each of thesemoves. Explicitly, we set 𝜉0 ··= 𝜉, and then

𝜉1 ··= (𝑥0, 𝑦1, 𝑥1, . . . , 𝑥𝑛)
𝜉2 ··= (𝑥0, 𝑦1, 𝑥2, . . . , 𝑥𝑛)
𝜉3 ··= (𝑥0, 𝑦1, 𝑦2, 𝑥2, . . . , 𝑥𝑛)

and so on until reaching 𝜉2𝑛−2 ··= (𝑥0 = 𝑦0, 𝑦1, . . . , 𝑦𝑛) = 𝜂. The sequence 𝜉0, . . . , 𝜉2𝑛−2
is then a sequence of 2𝑐−paths so that 𝜉𝑗−1, 𝜉𝑗 are 2𝑐−elementarily homotopic for any
𝑗 = 1, . . . , 2𝑛 − 2. Thus 𝜉 and 𝜂 are 2𝑐−homotopic. □

Definition 4.3. Let 𝑋 be a pseudo-metric space and 𝑥0 ∈ 𝑋. If 𝑐′′ ≥ 𝑐′ > 0, we say that
𝑋 has the Property SC(𝑐′, 𝑐′′) if any 𝑐′−loop in 𝑋 at 𝑥0 is 𝑐′′−homotopic to the trivial loop
(𝑥0).

Remark4.4. For constants 𝑐′′ ≥ 𝑐′ ≥ 𝑐 > 0, a 𝑐−coarsely connectedpseudo-metric space
𝑋 has Property SC(𝑐′, 𝑐′′) for one choice of base point in 𝑋 if and only if it has Property
SC(𝑐′, 𝑐′′) for any other choice of base point.
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Thus, when irrelevant, we do not specify the choice of the base point.
The following result will be useful later.

Lemma 4.5. Let 𝑐′′ ≥ 𝑐′ ≥ 𝑐 > 0, and suppose 𝑋 is 𝑐−geodesic. Let 𝑥0 ∈ 𝑋.
If 𝑋 has Property SC(𝑐′, 𝑐′′), then it also has Property SC(𝑐′′, 𝑐′′).

Proof. Let 𝜉 = (𝑥0, 𝑥1, . . . , 𝑥𝑛 = 𝑥0) be a 𝑐′′−loop at 𝑥0 in 𝑋. Using 𝑐−geodesicity, we can
insert new points in between those of 𝜉 in order to get a 𝑐′−loop 𝜂 = (𝑥0, 𝑦1, . . . , 𝑦𝑚 , 𝑥0)
based at 𝑥0 in 𝑋 that is 𝑐′′−homotopic to 𝜉. As 𝑋 has SC(𝑐′, 𝑐′′), there is a 𝑐′′−homotopy
from 𝜂 to (𝑥0), and thus 𝜉 is also 𝑐′′−homotopic to (𝑥0). Hence 𝑋 has SC(𝑐′′, 𝑐′′). □

We now turn to coarse simple connectedness.

Definition 4.6. Let (𝑋, 𝑑𝑋) be a pseudo-metric space, and let 𝑐 > 0. We say that 𝑋 is
𝑐−coarsely simply connected if it is 𝑐−coarsely connected and if, for any 𝑐′ ≥ 𝑐, there
exists 𝑐′′ ≥ 𝑐′ so that 𝑋 has Property SC(𝑐′, 𝑐′′).

We say that 𝑋 is coarsely simply connected if it is 𝑐−coarsely simply connected for
some 𝑐 > 0.

Remark 4.7. If 𝐶 ≥ 𝑐 > 0 and if 𝑋 is 𝑐−coarsely connected, then 𝑋 is 𝑐−coarsely simply
connected if and only if it is 𝐶−coarsely connected.

We can thus state themain result of this section.

Theorem 4.8. Coarse simple connectedness is invariant under metric coarse equiva-
lence.

Proof. Let 𝑓 : (𝑋, 𝑑𝑋) −→ (𝑌, 𝑑𝑌) be a metric coarse equivalence between two pseudo-
metric spaces, and let 𝑐 ··= sup

𝑦∈𝑌
𝑑𝑌(𝑦, 𝑓 (𝑋)) < ∞. Without restriction, we may assume

that 𝑋 is 𝑐−coarsely simply connected. In particular, 𝑋 is 𝑐−coarsely connected, and
from Proposition 2.24, we know that 𝑌 is 𝐶−coarsely connected for some 𝐶 > 0. Let
𝐿 ··= max(𝑐, 𝐶). We claim that𝑌 is 𝐿−coarsely simply connected. Let ℓ ′ ≥ 𝐿. We are going
to prove there exists ℓ ′′ ≥ ℓ ′ so that𝑌 has Property SC(ℓ ′, ℓ ′′).

To that aim, fix 𝑦0 ∈ 𝑌 and 𝜉 = (𝑦0, 𝑦1, . . . , 𝑦𝑛−1, 𝑦𝑛 = 𝑦0) a ℓ ′−loop in 𝑌 based at 𝑦0.
By Remark 4.4, up to changing the base point, we may assume that 𝑦0 is in the image of
𝑓 , and write 𝑦0 = 𝑓 (𝑥0) for some 𝑥0 ∈ 𝑋. For each 1 ≤ 𝑖 ≤ 𝑛 − 1, let 𝑥𝑖 ∈ 𝑋 be so that
𝑑𝑌(𝑦𝑖 , 𝑓 (𝑥𝑖)) ≤ 𝑐, and set 𝑥𝑛 ··= 𝑥0. Then it follows that

𝑑𝑌( 𝑓 (𝑥𝑖−1), 𝑓 (𝑥𝑖)) ≤ 𝑑𝑌( 𝑓 (𝑥𝑖−1), 𝑦𝑖−1) + 𝑑𝑌(𝑦𝑖−1, 𝑦𝑖) + 𝑑𝑌(𝑦𝑖 , 𝑓 (𝑥𝑖)) ≤ 2𝑐 + ℓ ′ (5)

for any 1 ≤ 𝑖 ≤ 𝑛. On the other hand, as 𝑓 is coarsely expansive, there is 𝑠 ≥ 0 so that

𝑑𝑋(𝑥, 𝑥′) ≥ 𝑠 =⇒ 𝑑𝑌( 𝑓 (𝑥), 𝑓 (𝑥′)) ≥ 2𝑐 + ℓ ′ + 1.

We deduce from this implication and from (5) that 𝑑𝑋(𝑥𝑖−1, 𝑥𝑖) ≤ 𝑠 for any 1 ≤ 𝑖 ≤ 𝑛,
in other words (𝑥0, 𝑥1, . . . , 𝑥𝑛−1, 𝑥𝑛 = 𝑥0) is a 𝑠−loop based at 𝑥0 in 𝑋. In particular,

77



Notes 4.1 Coarsely simply connected pseudo-metric spaces

(𝑥0, 𝑥1, . . . , 𝑥𝑛−1, 𝑥𝑛 = 𝑥0) is a max(𝑠, 𝑐)−loop based at 𝑥0 in 𝑋, and 𝑋 being 𝑐−coarsely
simply connected, we deduce there is a constant 𝑐′′ ≥ 𝑠 so that (𝑥0, 𝑥1, . . . , 𝑥𝑛−1, 𝑥𝑛 = 𝑥0)
is 𝑐′′−homotopic to (𝑥0). Unraveling the definition, we find a sequence 𝜉0, 𝜉1, . . . , 𝜉𝑟 of
𝑐′′−loops so that

𝜉0 = (𝑥0, 𝑥1, . . . , 𝑥𝑛 = 𝑥0), 𝜉𝑟 = (𝑥0)
and 𝜉𝑗−1, 𝜉𝑗 are 𝑐′′−elementarily homotopic for any 1 ≤ 𝑗 ≤ 𝑟. Now, using that 𝑓 is
coarsely Lipschitz, we find ℓ ′′1 > 0 so that

𝑑𝑋(𝑥, 𝑥′) ≤ 𝑐′′ =⇒ 𝑑𝑌( 𝑓 (𝑥), 𝑓 (𝑥′)) ≤ ℓ ′′1 .

For any 0 ≤ 𝑗 ≤ 𝑟, set 𝜂 𝑗 ··= 𝑓 (𝜉𝑗). Combining the above inequality and the fact that 𝜉𝑗
is a 𝑐′′−loop at 𝑥0 in 𝑋, we deduce that 𝜂 𝑗 is a ℓ ′′1−loop at 𝑦0 in 𝑌 for all 0 ≤ 𝑗 ≤ 𝑟, and
moreover 𝜂𝑟 = ( 𝑓 (𝑥0)) = (𝑦0) is the constant loop at 𝑦0. Also, for any 1 ≤ 𝑗 ≤ 𝑟, 𝜂 𝑗−1, 𝜂 𝑗 are
ℓ ′′1−elementarily homotopic. We thus conclude that 𝜂0 and (𝑦0) are ℓ ′′1−homotopic.

To conclude, it remains to notice that

𝜉 = (𝑦0, 𝑦1, . . . , 𝑦𝑛−1, 𝑦𝑛 = 𝑦0), 𝜂0 = (𝑦0, 𝑓 (𝑥1), . . . , 𝑓 (𝑥𝑛−1), 𝑓 (𝑥𝑛) = 𝑦0)

are both max(ℓ ′, ℓ ′′1 )−loops at 𝑦0 and that 𝑑𝑌(𝑦𝑖 , 𝑓 (𝑥𝑖)) ≤ 𝑐 for any 0 ≤ 𝑖 ≤ 𝑛. Hence
Lemma 4.2 ensures that 𝜉 and 𝜂0 are 2max(𝑐,max(ℓ ′, ℓ ′′1 ))−homotopic. Thus we deduce
that𝜉 and (𝑦0)are2max(𝑐,max(ℓ ′, ℓ ′′1 ))−homotopic, andsetting ℓ ′′ ··= 2max(𝑐,max(ℓ ′, ℓ ′′1 )),
it follows that 𝑌 has Property SC(ℓ ′, ℓ ′′). We conclude that 𝑌 is 𝐿−coarsely simply con-
nected, as claimed. □

Example 4.9. Since the one-point space is coarsely simply connected, it follows from
Example 2.13(i) and the previous result that any pseudo-metric space of finite diameter
is coarsely simply connected.

Here is a general result giving additional examples, such as the euclidean spaceR𝑛 for
𝑛 ≥ 1 or the unit sphere 𝑆𝑛 for any 𝑛 ≥ 2.

Proposition 4.10. Let 𝑋 be a geodesic metric space.
If 𝑋 is simply connected, then 𝑋 is coarsely simply connected.

Proof. Let 𝑐′ > 0, 𝑥0 ∈ 𝑋 and 𝜉 = (𝑥0, 𝑥1, . . . , 𝑥𝑛 = 𝑥0) a 𝑐′−loop based at 𝑥0 ∈ 𝑋. Let

𝐿 ··=
𝑛∑︁
𝑖=1

𝑑(𝑥𝑖−1, 𝑥𝑛). As 𝑋 is geodesic, wemay pick a continuous loop 𝜑 : [0, 𝐿] −→ 𝑋 and

a sequence of real numbers (𝑠𝑖)0≤𝑖≤𝑛 so that 0 = 𝑠0 ≤ 𝑠1 ≤ · · · ≤ 𝑠𝑛 = 𝐿, 𝜑(𝑠𝑖) = 𝑥𝑖 for any
𝑖 = 0, . . . , 𝑛 and

𝑑(𝑥𝑖−1, 𝑥𝑖) = 𝑑(𝜑(𝑠𝑖−1), 𝜑(𝑠𝑖)) = |𝑠𝑖−1 − 𝑠𝑖 | ≤ 𝑐′

for any 𝑖 = 0, . . . , 𝑛. Using now simple connectedness, there is a continuous homotopy
𝐻 : [0, 𝐿] × [0, 1] −→ 𝑋 so that

∀𝑠 ∈ [0, 𝐿], 𝐻(𝑠, 0) = 𝜑(𝑠), 𝐻(𝑠, 1) = 𝑥0

and
∀𝑡 ∈ [0, 1], 𝐻(0, 𝑡) = 𝐻(1, 𝑡) = 𝑥0.
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Since𝐻 is continuous on the compact space [0, 𝐿] × [0, 1], it is uniformly continuous, so
wemay pick 𝑁 ≥ 1 so that

𝑑(𝐻(𝑠, 𝑡), 𝐻(𝑠′, 𝑡′)) ≤ 𝑐′

whenever |𝑠− 𝑠′| ≤ 𝐿
𝑁 and |𝑡− 𝑡′| ≤ 1

𝑁 . Hence there is a subsequence (𝑟ℎ)0≤ℎ≤𝑀 of (𝑠𝑖)0≤𝑖≤𝑛
so that 0 = 𝑟0 ≤ 𝑟1 ≤ · · · ≤ 𝑟ℎ = 𝐿 and |𝑟ℎ−𝑟ℎ−1 | ≤ 𝐿

𝑁 for 1 ≤ ℎ ≤ 𝑀. For any 𝑗 ∈ {0, . . . , 𝑁},
we then set

𝜉𝑗 =
(
𝐻
(
𝑟ℎ ,

𝑗

𝑁

) )
0≤ℎ≤𝑀

so that in particular 𝜉 and 𝜉0 are 𝑐′−homotopic. By Lemma 4.2, the loops 𝜉0 and 𝜉𝑁 are
2𝑐′−homotopic. Since 𝜉𝑁 = (𝑥0), we conclude that 𝜉 is 𝑐′′−homotopic to (𝑥0) for some
𝑐′′ ≥ 𝑐′, concluding the proof. □

Proposition 4.11. Let (𝑌, 𝑑𝑌) be a pseudo-metric space and 𝑍 ⊂ 𝑌 a coarse retract.
If𝑌 is coarsely simply connected, then so is 𝑍.

Proof. Let 𝑟 : 𝑌 −→ 𝑍 be a coarse retraction. Wemay assume that there is 𝑧0 ∈ 𝑍 so that
𝑟(𝑧0) = 𝑧0. LetΦ be an upper control for 𝑟, i.e.

𝑑𝑍(𝑟(𝑦), 𝑟(𝑦′)) ≤ Φ(𝑑𝑌(𝑦, 𝑦′))

for any 𝑦, 𝑦′ ∈ 𝑌. Let also 𝐾 ≥ 0 be so that 𝑑𝑍(𝑧, 𝑟(𝑧)) ≤ 𝐾 for all 𝑧 ∈ 𝑍. Choose a constant
𝑐 > 0 so that 𝑌 is 𝑐−coarsely connected and let 𝑐′ ≥ 𝑐. Consider a Φ(𝑐′)−loop 𝜂 in 𝑍 at
𝑧0. By hypothesis on 𝑌, there is 𝑘′′ ≥ Φ(𝑐′) and a sequence 𝜉0 = 𝜂, 𝜉1, . . . , 𝜉ℓ = (𝑧0) of
𝑘′′−loops in𝑌 at 𝑧0 so that 𝜉𝑗−1, 𝜉𝑗 are 𝑘′′−elementarily homotopic for 𝑗 = 1, . . . , ℓ . Then

𝑟(𝜉0) = 𝜂, 𝑟(𝜉1), . . . , 𝑟(𝜉ℓ ) = (𝑧0)

is a sequenceofΦ(𝑘′′)−loops in𝑍 at 𝑧0 so that 𝑟(𝜉𝑗−1), 𝑟(𝜉𝑗)areΦ(𝑘′′)−elementarilyhomo-
topic for 𝑗 = 1, . . . , ℓ . Hence 𝑍 has Property SC(Φ(𝑐′),Φ(𝑘′′)), so that it is coarsely simply
connected. □

4.2 Combinatorial homotopy

If 𝑋 is a simplicial complex, we denote 𝑋0 ⊂ 𝑋1 ⊂ 𝑋2 ⊂ . . . the nested sequence
of its squeletons, and 𝑋top its topological realisation, the Hausdorff topological space
obtained from 𝑋0 by attaching cells of dimension 1, 2, 3, . . . . Note that a graph is a one
dimensional simplicial complex.

Definition 4.12. Let 𝑋 be a simplicial complex. A combinatorial path in 𝑋 from a vertex
𝑥 ∈ 𝑋0 to a vertex 𝑦 ∈ 𝑋0 is a sequence of oriented edges

𝜉 = ((𝑥0, 𝑥1), . . . , (𝑥𝑚−1, 𝑥𝑚))

with 𝑥0 = 𝑥 and 𝑥𝑚 = 𝑦. Such a path is denoted 𝜉 = (𝑥0, 𝑥1, . . . , 𝑥𝑚).
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If 𝜉 = (𝑥0, 𝑥1, . . . , 𝑥𝑚) is a combinatorial path, then its inverse path is the path 𝜉−1 ··=
(𝑥𝑚 , 𝑥𝑚−1, . . . , 𝑥0). The product of two combinatorial paths 𝜉 = (𝑥0, 𝑥1, . . . , 𝑥𝑚), 𝜂 =

(𝑦0, 𝑦1, . . . , 𝑦𝑛), denoted 𝜉𝜂, is defined when 𝑥𝑚 = 𝑦0 and is given by

𝜉𝜂 = (𝑥0, 𝑥1, . . . , 𝑥𝑚 , 𝑦1, 𝑦2, . . . , 𝑦𝑛).

A combinatorial loop in 𝑋 based at 𝑥0 ∈ 𝑋 is a combinatorial path from 𝑥0 to 𝑥0.
We can define homotopies between paths in simplicial complexes.

Definition 4.13. Let 𝑋 be a simplicial complex and let 𝑥, 𝑦 be two vertices of 𝑋. Two
combinatorial paths from 𝑥 to 𝑦 are elementarily graphhomotopic if they are of the form

(𝑥0, 𝑥1, . . . , 𝑥𝑛), (𝑥0, 𝑥1, . . . , 𝑥𝑖 , 𝑢, 𝑥𝑖 , . . . , 𝑥𝑛)

with 𝑥0 = 𝑥, 𝑥𝑛 = 𝑦, where (𝑥𝑖 , 𝑢) is an oriented edge of 𝑋.

Additionally, two combinatorial paths 𝜉, 𝜉′ in 𝑋 from 𝑥 to 𝑦 are graph homotopic if
there is a sequence 𝜉0 = 𝜉, 𝜉1, . . . , 𝜉ℓ = 𝜉′ of combinatorial paths so that 𝜉𝑗−1, 𝜉𝑗 are
graph elementarily homotopic for any 𝑗 ∈ {1, . . . , ℓ }.

Also, we say that 𝜉, 𝜉′ are triangle homotopic if they are of the form

𝜉 = (𝑥0, . . . , 𝑥𝑛), 𝜉′ = (𝑥0, . . . , 𝑥𝑖 , 𝑢, 𝑥𝑖+1, . . . , 𝑥𝑛)

where {𝑥𝑖 , 𝑢, 𝑥𝑖+1} is a 2−simplex in 𝑋.
Lastly, two combinatorial paths 𝜉, 𝜉′ from 𝑥 to 𝑦 are combinatorially homotopic if

there exists a sequence 𝜉0 = 𝜉, 𝜉1, . . . , 𝜉ℓ = 𝜉′ of combinatorial paths from 𝑥 to 𝑦 so
that 𝜉𝑗−1, 𝜉𝑗 are either elementarily graph homotopic or triangle homotopic for any 𝑗 ∈
{1, . . . , ℓ }.

Combinatorial homotopy between combinatorial paths is an equivalence relation
that is compatible with products and inverses, in the sense that if 𝜉, 𝜉′, 𝜂, 𝜂′ are com-
binatorial paths so that 𝜉, 𝜂 (resp. 𝜉′, 𝜂′) are combinatorially homotopic and so that 𝜉𝜂
is defined, then 𝜉−1, 𝜂−1 (resp. 𝜉′−1, 𝜂′−1) are combinatorially homotopic, and 𝜉′𝜂′ is de-
fined and combinatorially homotopic to 𝜉𝜂.

Definition 4.14. Let 𝑋 be a simplicial complex. Let 𝜉 = (𝑥0, . . . , 𝑥𝑛) be a combinatorial
path in 𝑋. The topological realisation of 𝜉 is a continuous path 𝜉top : 𝐼 −→ 𝑋 with origin
𝑥0 and end 𝑥𝑛, where

𝐼 = [𝑡0, 𝑡𝑛] =
𝑛⋃
𝑗=1

[𝑡 𝑗−1, 𝑡 𝑗]

is an interval of the real line made up of 𝑛 subintervals with disjoint interiors, and 𝜉top
maps successively [𝑡0, 𝑡1] onto the edge of 𝜉 from 𝑥0 to 𝑥1, [𝑡1, 𝑡2] onto the edge of 𝜉 from
𝑥1 to 𝑥2,. . . , and [𝑡𝑛−1, 𝑡𝑛] onto the edge of 𝜉 from 𝑥𝑛−1 to 𝑥𝑛.

The following lemma is an immediate consequence of the definitions.

Lemma 4.15. (i) Any loop in 𝑋top based at 𝑥0 is homotopic to the topological realisa-
tion of a combinatorial loop based at 𝑥0.
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(ii) Let 𝜉, 𝜉′ be combinatorial paths. Then 𝜉, 𝜉′ are combinatorially homotopic if and
only if 𝜉top, 𝜉′top are homotopic in the topological sense.

Lemma 4.16. Let 𝑋 be a connected simplicial complex and let 𝜉 = (𝑥0, 𝑥1, . . . , 𝑥𝑛 = 𝑥0)
be a combinatorial path in 𝑋 based at 𝑥0 ∈ 𝑋0. Suppose 𝜉top is homotopically trivial as a
loop in 𝑋top based at 𝑥0.

Then 𝜉 is combinatorially homotopic to a product
𝑁∏
𝑗=1

𝑢𝑗𝑟 𝑗𝑢
−1
𝑗

where, for all 𝑗 ∈ {1, . . . , 𝑁}, 𝑢𝑗 is a combinatorial path from 𝑥0 to some vertex 𝑧 𝑗 ∈ 𝑋0,
and 𝑟 𝑗 has length 3 and all its vertices belong to a common 2−simplex, i.e. 𝑟 𝑗 is of the form
(𝑧 𝑗 , 𝑧′𝑗 , 𝑧

′′
𝑗
, 𝑧 𝑗).

Proof. First, observe that if

𝜂 = (𝑥0, 𝑦1, . . . , 𝑦𝑖−1, 𝑦𝑖 , 𝑦𝑖+1, . . . , 𝑦𝑘−1, 𝑥0), 𝜂′ = (𝑥0, 𝑦1, . . . , 𝑦𝑖−1, 𝑦𝑖+1, . . . , 𝑦𝑘−1, 𝑥0)

are two triangle homotopic combinatorial loops based at 𝑥0 where {𝑦𝑖−1, 𝑦𝑖 , 𝑦𝑖+1} is a
2−simplex in 𝑋, then setting

𝑢 ··= (𝑥0, . . . , 𝑦𝑖−1, 𝑦𝑖+1), 𝑟 ··= (𝑦𝑖+1, 𝑦𝑖−1, 𝑦𝑖 , 𝑦𝑖+1)

produces an elementary graph homotopy between 𝜂 and 𝑢𝑟𝑢−1𝜂′, and similarly 𝜂′ and
𝑢𝑟−1𝑢−1𝜂 are elementarily graph homotopic.

Now, fix a combinatorial path 𝜉 as in the statement. By assumption and the previ-
ous lemma, 𝜉 and (𝑥0) are combinatorially homotopic, so that there is a sequence 𝜉0 =

𝜉, 𝜉1, . . . , 𝜉ℓ = (𝑥0) of combinatorial loops at 𝑥0 with 𝜉𝑗−1, 𝜉𝑗 being either elementarily
graph homotopic or triangle homotopic, for any 𝑗 ∈ {1, . . . , ℓ }. Say 𝜉𝑗−1, 𝜉𝑗 are triangle
homotopic for 𝑁 of the 𝑗’s. Applying 𝑁 times the observation above written for 𝜂, 𝜂′, the
conclusion follows. □

For our next purposes, we will take for granted the next proposition.

Proposition 4.17. Let 𝑋 be a connected simplicial complex, and let 𝑑1 be the combina-
torial metric on the geometric realisation𝑌 of 𝑋1.

On the topological realisation 𝑍 of 𝑋2, there exists a unique combinatorial metric 𝑑2
making each edge an interval of length 1, each 2−cell of 𝑍 a euclidean equilateral trian-
gle of side-length 1, and such that (𝑍, 𝑑2) is a complete geodesic space. Moreover, the
inclusion (𝑌, 𝑑1) ↩→ (𝑍, 𝑑2) is a quasi-isometry.

4.3 The Rips 2−complex of a pseudo-metric space

In this part, we show that the coarse simple connectedness of a pseudo-metric space
is encoded in the simple connectedness of a topological space associated to the initial
space.
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Definition 4.18. Let (𝑋, 𝑑) be a pseudo-metric space and 𝑐 > 0. The Rips simplicial
2−complex Rips2𝑐 (𝑋, 𝑑) is the 2−dimensional simplicial complexwith𝑋 as set of vertices,
pairs (𝑥, 𝑦) of distinct points of 𝑋 with 𝑑(𝑥, 𝑦) ≤ 𝑐 as set of oriented edges, and triples
(𝑥, 𝑦, 𝑧) of distinct points of 𝑋 with mutual distances bounded by 𝑐 as set of oriented
2−simplices.

The Rips 2−complex is the geometric realisation of this 2−complex and is also de-
noted Rips2𝑐 (𝑋, 𝑑). It is endowed with the combinatorial metric of Proposition 4.17.

Observe that if 𝑐′′ ≥ 𝑐′ > 0, there is a canonical inclusion

𝑗 : Rips2𝑐′(𝑋, 𝑑) ↩→ Rips2𝑐′′(𝑋, 𝑑)

which is the identity on the 0−skeletons.
The next result is also an immediate consequences of the definitions.

Proposition 4.19. Let (𝑋, 𝑑) be a pseudo-metric space, 𝑥0 ∈ 𝑋, and 𝑐′′ ≥ 𝑐′ ≥ 𝑐 > 0. Then
the following claims hold.

(i) 𝑋 is 𝑐−coarsely connected if and only if Rips2𝑐 (𝑋, 𝑑) is connected.

(ii) 𝑋 is 𝑐−coarsely geodesic if and only if the natural inclusion 𝑋 ↩→ Rips2𝑐 (𝑋, 𝑑) is a
metric coarse equivalence.

(iii) 𝑋 is 𝑐−large-scale geodesic if and only if the natural inclusion 𝑋 ↩→ Rips2𝑐 (𝑋, 𝑑) is a
quasi-isometry.

(iv) If Rips2𝑐′(𝑋, 𝑑) is connected, then Rips2𝑐′′(𝑋, 𝑑) is connected.

(v) 𝑋 has Property SC(𝑐′, 𝑐′′) if and only if the induced homomorphism

𝑗∗ : 𝜋1(Rips2𝑐′(𝑋, 𝑑)) −→ 𝜋1(Rips2𝑐′′(𝑋, 𝑑))

is trivial.

Proof. (iv) follows from (i) and the fact that 𝑐′−coarse connectedness implies 𝑐′′−coarse
connectedness.

Let usprove (v). Assumefirst that𝑋 has SC(𝑐′, 𝑐′′). Let 𝛾 ∈ 𝜋1(Rips2𝑐′(𝑋, 𝑑)). By Lemma
4.15(i), 𝛾 can be represented by a combinatorial loop at 𝑥0 in 𝑋, and the latter defines
a 𝑐′−loop 𝜉 in 𝑋 based at 𝑥0. As 𝑋 has SC(𝑐′, 𝑐′′), 𝜉 is 𝑐′′−homotopic to (𝑥0). This ho-
motopy provides a combinatorial homotopy from 𝜉, viewed as a combinatorial loop in
Rips2𝑐′′(𝑋, 𝑑), to the trivial loop. Hence 𝑗∗(𝛾) = 1 ∈ 𝜋1(Rips2𝑐′′(𝑋, 𝑑)).

Conversely, if 𝑗∗ has trivial imageand 𝜉 is a 𝑐′−loop in𝑋 at 𝑥0, then there is ahomotopy
from 𝜉top viewed as a loop in Rips2𝑐′′(𝑋, 𝑑) to the trivial loop. From Lemma 4.15(ii), there
is a combinatorial homotopy from 𝜉, viewed as a combinatorial loop in Rips2𝑐′′(𝑋, 𝑑), to
the constant loop. The latter combinatorial homotopy is a 𝑐′′−homotopy from 𝜉 to the
constant loop (𝑥0). Thus 𝑋 has Property SC(𝑐′, 𝑐′′). □
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Therefore, the coarse simple connectedness of a space (𝑋, 𝑑) is equivalent to the sim-
ple connectedness of its Rips 2−complex.

Proposition 4.20. Let (𝑋, 𝑑) be 𝑐−geodesic. The following claims are equivalent.

(i) 𝑋 is 𝑐−coarsely simply connected.

(ii) There exists 𝑘 ≥ 𝑐 so that Rips2𝑘(𝑋, 𝑑) is simply connected.

(iii) There exists 𝑘 ≥ 𝑐 so that Rips2𝐾(𝑋, 𝑑) is simply connected for any 𝐾 ≥ 𝑘.

Proof. (i) =⇒ (iii) : Suppose that 𝑋 is 𝑐−coarsely simply connected, i.e. for any 𝑐′ ≥ 𝑐

there exists 𝑐′′ ≥ 𝑐 so that𝑋 has SC(𝑐′, 𝑐′′). In particular, there is 𝑘 ≥ 𝑐 so that𝑋 has Prop-
erty SC(𝑐, 𝑘). Let 𝐾 ≥ 𝑘. By Lemma 4.5, that we may apply since 𝑋 is 𝑐−geodesic, 𝑋 also
has SC(𝑘, 𝑘), and thus also SC(𝐾, 𝐾). It follows from Proposition 4.19(v) that Rips2𝐾(𝑋, 𝑑)
is simply connected.
(iii) =⇒ (ii) is obvious.
(ii) =⇒ (i) : Assume that Rips2𝑘(𝑋, 𝑑) is simply connected for some 𝑘 ≥ 𝑐. Since it is also a
geodesic space, it is coarsely simply connected by Proposition 4.10. As there is a metric
coarse equivalencebetween𝑋 andRips2𝑘(𝑋, 𝑑)byProposition 4.19(ii), andas coarse sim-
ple connected is invariantundermetric coarse equivalencebyTheorem4.8,weconclude
that 𝑋 is a coarsely simply connected. □

Let us conclude this part by proving another caracterisation of coarse simple con-
nectedness.

Proposition 4.21. Let 𝑋 be coarsely geodesic. The following claims are equivalent.

(i) The space 𝑋 is coarsely simply connected.

(ii) The space 𝑋 is coarsely equivalent to a simply connected geodesic metric space.

Proof. Assume first that 𝑋 is coarsely simply connected. As it is coarsely geodesic, it is
coarsely equivalent to a geodesic metric space 𝑍. Then 𝑍 is also coarsely simply con-
nected by Theorem 4.8, so Rips2𝑐 (𝑍) is simply connected for 𝑐 > 0 large enough. As 𝑍 and
Rips2𝑐 (𝑍) are coarsely equivalent, it follows that 𝑋 and Rips2𝑐 (𝑍) are coarsely equivalent
as well.

Conversely, if 𝑓 : 𝑋 −→ 𝑌 is a metric coarse equivalence and 𝑌 is geodesic and sim-
ply connected, then 𝑌 is coarsely simply connected by Proposition 4.10, whence 𝑋 is
coarsely simply connected as well by Theorem 4.8. □

4.4 Bounded presentations

Recall from Chapter 1 that a group 𝐺 is generated by a set 𝑆 if there is a surjective
homomorphism 𝜋 : 𝐹𝑆 −→ 𝐺, where 𝐹𝑆 is the free group on 𝑆. The relations of such a
generation are the elements of Ker(𝜋). The set 𝑆 is often called an alphabet.
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Definition 4.22. A presentation of a group 𝐺 is a triple (𝑆,𝜋, 𝑅), where (𝑆,𝜋) is a gener-
ation of 𝐺 and 𝑅 is a subset of 𝐹𝑆 generating Ker(𝜋) as a normal subgroup. When given
such a data, we write

𝐺 = ⟨𝑆 | 𝑅⟩.

If (𝑆,𝜋, 𝑅) is a presentation of 𝐺, the subset 𝑅 ⊂ 𝐹𝑆 is called a relating subset, and its
elements are the relators of the presentation. Observe that the relations are the elements
of the form

𝑘∏
𝑖=1

𝑤𝑖𝑟𝑖𝑤
−1
𝑖

with 𝑘 ≥ 0, 𝑟1, . . . , 𝑟𝑘 ∈ 𝑅 ∪ 𝑅−1, 𝑤1, . . . , 𝑤𝑘 ∈ 𝐹𝑆.
Definition4.23. Aboundedpresentation for a group𝐺 is a presentation𝐺 = ⟨𝑆 | 𝑅⟩with
𝑅 a set of relators of bounded length.

If 𝐺 = ⟨𝑆 | 𝑅⟩ is a bounded presentation for 𝐺, we say that 𝐺 is boundedly presented
over 𝑆.

If 𝐺 has a presentation ⟨𝑆 | 𝑅⟩ with 𝑆 and 𝑅 finite, we say that 𝐺 is finitely presented,
and if 𝐺 is a topological group with a bounded presentation ⟨𝑆 | 𝑅⟩ and with 𝑆 being
compact, we say that 𝐺 is compactly presented. Observe that any finitely (resp. com-
pactly) presented group is finitely (resp. compactly) generated.
Example 4.24. (i) For any 𝑛 ≥ 1, the non-abelian free group 𝐹𝑛 = ⟨𝑎1, . . . , 𝑎𝑛 | ∅⟩ is
finitely presented.
(ii) The group Z2 = ⟨𝑎, 𝑏 | [𝑎, 𝑏]⟩ is finitely presented. In fact, as we will see below, any
finitely generated polycyclic group is finitely presented.
(iii) It is a well known fact that if 𝐺 = ⟨𝑆𝐺 | 𝑅𝐺⟩ and 𝐻 = ⟨𝑆𝐻 | 𝑅𝐻⟩, then 𝐺 ∗ 𝐻 =

⟨𝑆𝐺 ∪ 𝑆𝐻 | 𝑅𝐺 ∪ 𝑅𝐻⟩.
Lemma 4.25. Let

1 // 𝑁
𝜄 // 𝐻

𝜋 // 𝑄 // 1

be a short exact sequence of groups.

(i) Assume that 𝐺 is boundedly generated over a set 𝑆 and that is generated as a normal
subgroup by 𝑁 ∩ 𝑆𝑛 for some 𝑛. Then𝑄 is boundedly presented over 𝜋(𝑆).

(ii) Let 𝜌 : 𝐹𝑆 ↠ 𝐺 be a generation of𝐺 so that the kernel of𝜋◦𝜌 : 𝐹𝑆 ↠ 𝑄 is generated as
a normal subgroup by a set 𝑅 of relators of length atmost 𝑘 ∈ N. Then𝑁 is generated
as a normal subgroup of 𝐺 by 𝜌(𝑆𝑘) ∩ 𝑁 .

Proof. (i) For each 𝑟 ∈ 𝑅, let 𝑟 denote theword in the letters of𝜋(𝑆) obtained by replacing
each letter 𝑠 ∈ 𝑆 of 𝑟 by the corresponding letter 𝜋(𝑠) ∈ 𝜋(𝑆), and let 𝑅1 denote the set of
those 𝑟. For each 𝑔 ∈ 𝑁 ∩ 𝑆𝑛, choose 𝑠1, . . . , 𝑠𝑛 ∈ 𝑆 so that 𝑔 = 𝑠1 . . . 𝑠𝑛, and let 𝑅2 denote
the set of words of the form 𝜋(𝑠1) . . .𝜋(𝑠𝑛). Then

⟨𝜋(𝑆) | 𝑅1 ∪ 𝑅2⟩
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is a bounded presentation of 𝐺/𝑁 .
(ii) Let𝑀 be thenormal subgroupof𝐺 generatedby 𝜌(𝑆𝑘)∩𝑁 . It is clear that𝑀 ⊂ 𝑁 , and
we must show that 𝑀 = 𝑁 . Upon replacing 𝐺 by 𝐺/𝑀, we may assume that 𝑀 = {𝑒},
and we show that 𝑁 = {𝑒}. Clearly, one has Ker(𝜌) ⊂ 𝜌(𝜋 ◦ 𝜌). Let 𝑟 ∈ 𝑅, viewed as a
word in the letters of 𝑆 ∪ 𝑆−1. We have 𝜌(𝑟) ∈ 𝑆𝑘 ∩ 𝑁 , and therefore 𝑟 ∈ Ker(𝜌). Since 𝑅
generates Ker(𝜋◦𝜌) as a normal subgroupof 𝐹𝑆, it follows that Ker(𝜋◦𝜌) ⊂ Ker(𝜌). Hence
𝑁 = {𝑒}. □

Lemma 4.26. Let
1 // 𝑁

𝜄 // 𝐻
𝜋 // 𝑄 // 1

be a short exact sequence of groups. Assume that 𝑁, 𝑄 are boundedly presented, i.e.

𝑁 = ⟨𝑆𝑁 | 𝑅𝑁⟩, 𝑄 = ⟨𝑆𝑄 | 𝑅𝑄⟩

with 𝑆𝑁 (resp. 𝑆𝑄) being symmetric and containing 𝑒𝑁 (resp. 𝑒𝑄), and so that

𝑚𝑁 ··= sup
𝑟∈𝑅𝑁

|𝑟 |𝑆𝑁 < ∞, 𝑚𝑄 ··= sup
𝑟∈𝑅𝑄

|𝑟 |𝑆𝑄 < ∞.

Let 𝑆′
𝐺
⊂ 𝐺 be symmetric, containing 𝑒𝐺 and so that 𝜋(𝑆′𝐺) = 𝑆𝑄 . Let 𝜎 : 𝑆𝑄 −→ 𝑆′

𝐺
be so

that 𝜋(𝜎(𝑠)) = 𝑠 for any 𝑠 ∈ 𝑆𝑄 . Assume furthermore that there exist 𝑘, ℓ ≥ 1 so that

(𝑆′𝐺𝑆𝑁𝑆
′
𝐺) ∩ 𝑁 ⊂ (𝑆𝑁 )𝑘 , (𝑆′𝐺)

𝑚𝑄 ∩ 𝑁 ⊂ (𝑆𝑁 )ℓ .

Then 𝐺 is boundedly presented, i.e. there exists a set 𝑅𝐺 of words of bounded length in the
letters of 𝑆𝑁 ∪ 𝑆′

𝐺
so that

𝐺 = ⟨𝑆𝑁 ∪ 𝑆′𝐺 | 𝑅𝐺⟩
is a bounded presentation for 𝐺.

Proof. See [5, lemma 7.A.12]. □

In particular, for locally compact groups we get the following statement.

Proposition 4.27. Let
1 // 𝑁

𝜄 // 𝐻
𝜋 // 𝑄 // 1

bea short exact sequenceof locally compact groups,where the topologyof𝑁 coincideswith
the topology induced by 𝜄, and𝜋 is continuous and open. Assume that𝑁, 𝑄 are compactly
presented, i.e.

𝑁 = ⟨𝑆𝑁 | 𝑅𝑁⟩, 𝑄 = ⟨𝑆𝑄 | 𝑅𝑄⟩
with 𝑆𝑁 ⊂ 𝑁 (resp. 𝑆𝑄 ⊂ 𝑄) compact, and so that

𝑚𝑁 ··= sup
𝑟∈𝑅𝑁

|𝑟 |𝑆𝑁 < ∞, 𝑚𝑄 ··= sup
𝑟∈𝑅𝑄

|𝑟 |𝑆𝑄 < ∞.

Then the group 𝐺 has a presentation ⟨𝑆𝐺 | 𝑅𝐺⟩ with 𝑆𝐺 ⊂ 𝐺 compact and

sup
𝑟∈𝑅𝐺

|𝑟 |𝑆𝐺 < ∞.
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Proof. Keeping the notations from the previous statement, 𝑆′
𝐺
can be chosen compact

by Lemma 1.39. Then 𝑆𝐺 = 𝑆𝑁 ∪ 𝑆′
𝐺
is a compact generating set for 𝐺, and the lengths of

the relators in 𝑅𝐺 are bounded bymax(𝑚𝑁 , 𝑘 + 3, 𝑚𝑄 + ℓ ). □

We conclude this part relating bounded presentations and coarse simple connected-
ness.
Theorem 4.28. Let 𝐺 be a group with a generating set 𝑆. The following claims are equiv-
alent.

(i) The group 𝐺 is boundedly presented over 𝑆.

(ii) Rips2𝑐 (𝐺, 𝑑𝑆) is simply connected for some 𝑐 > 0.

(iii) Rips2𝑐 (𝐺, 𝑑𝑆) is simply connected for all 𝑐 > 0 large enough.

(iv) Themetric space (𝐺, 𝑑𝑆) is coarsely simply connected.

Proof. The equivalences (ii)⇐⇒ (iii)⇐⇒ (iv) have already been showed in Proposition
4.20.
(i) =⇒ (ii) : Let 𝐺 = ⟨𝑆 | 𝑅⟩ be a bounded presentation, and set 𝑚 ··= max

𝑟∈𝑅
ℓ𝑆(𝑟). Let

𝑐 ≥ max(1, 𝑚2 ), and let 𝜉bea loopbasedat 𝑒𝐺 in the topological realisationofRips
2
𝑐 (𝐺, 𝑑𝑆).

By Lemma 4.15(i), we can assume that 𝜉 is the topological realisation of a combinatorial
loop

𝜂 = (𝑒𝐺 , 𝑠1, 𝑠1𝑠2, . . . , 𝑠1 . . . 𝑠𝑘−1, 𝑠1 . . . 𝑠𝑘−1𝑠𝑘 = 𝑒𝐺)
with 𝑠1, . . . , 𝑠𝑘 ∈ 𝑆. There are relators 𝑟1, . . . , 𝑟ℓ ∈ 𝑅 ∪ 𝑅−1 and words 𝑤1, . . . , 𝑤ℓ ∈ 𝐹𝑆 so
that

𝑠1 . . . 𝑠𝑘 =

ℓ∏
𝑗=1

𝑤 𝑗𝑟 𝑗𝑤
−1
𝑗 .

Let 𝑗 ∈ {1, . . . , ℓ }. As ℓ𝑆(𝑟 𝑗) ≤ 𝑚, any triple of vertices of 𝑟 𝑗 is in a common 2−simplex,
so the prefix of the word𝑤 𝑗𝑟 𝑗𝑤

−1
𝑗
constitute a combinatorial loop that is combinatorially

homotopic to the constant loop. Hence 𝜂 is combinatorially homotopic to the constant
loop, and thus 𝜉 is homotopic to the trivial loop. It follows that Rips2𝑐 (𝐺, 𝑑𝑆) is simply
connected.
(iii)=⇒ (i) : Let𝑚 ≥ 1bean integer so thatRips2𝑚(𝐺, 𝑑𝑆) is simplyconnected. Let𝜋 : 𝐹𝑆 −→
𝐺 be a surjectivemorphism, andwrite𝑁 = Ker(𝜋). Let𝑤 ∈ 𝑁 , andwrite𝑤 = 𝑠1 . . . 𝑠𝑘 ∈ 𝑆.
Consider

𝜂 = (𝑒𝐺 , 𝑠1, . . . , 𝑠1 . . . 𝑠𝑘−1, 𝑠1 . . . 𝑠𝑘 = 𝑒𝐺)
which is a combinatorial loop based at 𝑒𝐺 in Rips2𝑚(𝐺, 𝑑𝑆). Then 𝜂 is combinatorially ho-
motopic to some combinatorial loop

𝑁∏
𝑗=1

𝑢𝑗𝑟 𝑗𝑢
−1
𝑗

as inLemma4.16,whereeach 𝑟 𝑗 is acombinatorial loopof lengthatmost3 inRips2𝑚(𝐺, 𝑑𝑆).
Letting 𝑅 denote the set of these 𝑟 𝑗, it follows that 𝐺 = ⟨𝑆 | 𝑅⟩. □
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4.5 Compactly presented groups

The first result of this section is an immediate consequence of our previous observa-
tions.

Theorem 4.29. Let 𝐺 = ⟨𝑆⟩ be a compactly generated locally compact group. Then 𝐺 is
compactly presented if and only if (𝐺, 𝑑𝑆) is coarsely simply connected.

More generally, if 𝐺 is a 𝜎−compact locally compact group with 𝑑 an adapted pseudo-
metric, then𝐺 is compactlypresented if andonly if thepseudo-metric space (𝐺, 𝑑) is coarsely
simply connected.

Proof. The first statement hold thanks to Theorem 4.28.
For thesecondstatement, fix𝐺 a 𝜎−compact locally compactgroupwith 𝑑 anadapted

pseudo-metric on 𝐺. Suppose first that 𝐺 is compactly presented, say 𝐺 = ⟨𝑆 | 𝑅⟩ with
𝑆 compact. Then (𝐺, 𝑑𝑆) is coarsely simply connected, and by Corollary 2.32, there is
a metric coarse equivalence between (𝐺, 𝑑𝑆) and (𝐺, 𝑑). Coarse simple connectedness
being preserved by metric coarse equivalences (Theorem 4.8), we deduce that (𝐺, 𝑑) is
coarsely simply connected as well, as claimed.

Conversely, assume that (𝐺, 𝑑) is coarsely simply connected. In particular, (𝐺, 𝑑) is
coarsely connected, so that 𝐺 is compactly generated by Theorem 2.37. Let 𝑆 be a com-
pact generating set for 𝐺. Since (𝐺, 𝑑𝑆) and (𝐺, 𝑑) are coarsely equivalent, it follows that
(𝐺, 𝑑𝑆) is also coarsely simply connected, whence 𝐺 is in fact compactly presented. □

We can therefore conclude that compact presentation provides an additional coarse
geometric invariant.

Corollary 4.30. Among 𝜎−compact locally compact groups, being compactly presented is
invariant under metric coarse equivalence.

In particular, among compactly generated locally compact groups, being compactly
presented is invariant under quasi-isometry.

Example 4.31. For instance any virtually free group, such as SL2(Z), Z2 ∗ Z2 ∗ Z2 ∗ Z2,
PSL2(Z), or𝐷∞, is finitely presented.

This allowsus todeducehowcompact presentationbehaveswhenpassing to cocom-
pact closed subgroups.

Corollary 4.32. Let 𝐺 be a locally compact group, and𝐻 a cocompact closed subgroup.
Then 𝐺 is compactly presented if and only if𝐻 is compactly presented.

Proof. Let 𝑑 be an adapted pseudo-metric on 𝐺. Then the inclusion (𝐻, 𝑑) ↩→ (𝐺, 𝑑) is a
coarse embeddingbyCorollary 2.32, and it is essentially surjective since𝐻 is cocompact.
Thus there is a metric coarse equivalence (𝐻, 𝑑) −→ (𝐺, 𝑑), so the conclusion follows
from Corollary 4.30. □

This corollary has the following consequence.
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Corollary 4.33. Compact groups are compactly presented.

In fact, our previous results on boundedpresentations also show the following stabil-
ity properties.

Proposition 4.34. Let
1 // 𝑁

𝜄 // 𝐻
𝜋 // 𝑄 // 1

be a short exact sequence of locally compact groups and continuous homomorphisms.

(i) If 𝐺 is compactly presented and 𝑁 is compactly generated as a normal subgroup of
𝐺, then𝑄 is compactly presented.

(ii) If 𝐺 is compactly generated and𝑄 is compactly presented, then 𝑁 is compactly gen-
erated as a normal subgroup of 𝐺.

(iii) If 𝑁 and𝑄 are compactly presented, then 𝐺 is compactly presented.

Proof. This follows from Lemma 4.25 and Proposition 4.27. □

In the discrete setting, it has for instance the following nice application.

Theorem 4.35. Finitely generated polycyclic groups are finitely presented.

Proof. Let thus𝐺 be a finitely generated polycyclic group, with a sequence of subgroups

𝐻0 = {𝑒𝐺} ⩽ 𝐻1 ⩽ · · · ⩽ 𝐻𝑠−1 ⩽ 𝐻𝑠 = 𝐺

so that 𝐻𝑖 ◁ 𝐻𝑖+1 and the quotient group 𝐻𝑖+1/𝐻𝑖 is cyclic, for any 𝑖 = 0, . . . , 𝑠 − 1. We
prove that 𝐺 is finitely presented by induction on 𝑠.

If 𝑠 = 0, there is nothing to show. If 𝑠 = 1 then 𝐺 is cyclic, thus finitely presented.
Suppose then that the result holds for any finitely generated polycyclic group with a se-
quence of subgroupswith length atmost 𝑠 −1. Observe then that𝐺 fits into a short exact
sequence

1 // 𝐻𝑠−1 // 𝐺 // 𝐺/𝐻𝑠−1 // 1

where𝐻𝑠−1 is polycyclicwith a sequence of subgroups as inDefinition 1.44whose length
does not exceed 𝑠−1, thus is finitely presented by the inductive hypothesis. On the other
hand, the quotient 𝐺/𝐻𝑠−1 = 𝐻𝑠/𝐻𝑠−1 is cyclic, thus finitely presented as well. We con-
clude that 𝐺 is finitely presented by Proposition 4.34(iii). □

We conclude with the natural analog of Corollary 3.4 for compact presentation. To
state it, we just need one additional observation.

Proposition 4.36. Let 𝐺 be a compactly generated locally compact group, 𝑆 a compact
generating set, and 𝑑 an adapted pseudo-metric on 𝐺. Let 𝑐 ≥ 1.

(i) The inclusion of (𝐺, 𝑑) into Rips2𝑐 (𝐺, 𝑑𝑆) is a metric coarse equivalence.
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(ii) If 𝑑 is moreover geodesically adapted, the inclusion of (𝐺, 𝑑) into Rips2𝑐 (𝐺, 𝑑𝑆) is a
quasi-isometry.

Proof. (i)We know fromCorollary 2.32 that the identitymap (𝐺, 𝑑) −→ (𝐺, 𝑑𝑆) is ametric
coarse equivalence, and from Proposition 4.19 that (𝐺, 𝑑𝑆) ↩→ Rips2𝑐 (𝐺, 𝑑𝑆) is a quasi-
isometry. Thus (𝐺, 𝑑) ↩→ Rips2𝑐 (𝐺, 𝑑𝑆) is a metric coarse equivalence.
(ii) Ifmoreover 𝑑 is geodesically adapted, the same argument as in (i) replacingCorollary
2.32 by Corollary 2.39 shows that (𝐺, 𝑑) ↩→ Rips2𝑐 (𝐺, 𝑑𝑆) is a quasi-isometry. □

Combining Theorem 4.28, Theorem 4.29 and Proposition 4.36, we deduce the next
equivalences.

Corollary 4.37. Let𝐺 bea compactly generated locally compact group, 𝑆 a compact gener-
ating set, and 𝑑 a geodesically adapted pseudo-metric on 𝐺. The following are equivalent.

(i) The locally compact group 𝐺 is compactly presented.

(ii) The pseudo-metric space (𝐺, 𝑑) is coarsely simply connected.

(iii) The inclusionmap (𝐺, 𝑑) ↩→ Rips2𝑐 (𝐺, 𝑑𝑆) is ametric coarse equivalence for all 𝑐 ≥ 1.

(iv) The inclusionmap (𝐺, 𝑑) ↩→ Rips2𝑐 (𝐺, 𝑑𝑆) is a quasi-isometry for all 𝑐 ≥ 1.

(v) Rips2𝑐 (𝐺, 𝑑𝑆) is simply connected for all 𝑐 large enough.

Thus, for compact presentation, Milnor-Schwarz lemma takes the following form.

Theorem4.38. Let𝐺 be a locally compact group acting geometrically on a pseudo-metric
space 𝑋.

Then 𝐺 is compactly presented if and only if 𝑋 is coarsely simply connected.

Wecanthereforeconclude thatgeometricactionsongeodesic simplyconnectedmet-
ric spaces caracterise compactly presented groups.

Corollary 4.39. Let 𝐺 be a locally compact group. The following claims are equivalent.

(i) The group 𝐺 is compactly presented.

(ii) There existsageometricactionof𝐺 onanon-empty coarsely simply connectedpseudo-
metric space.

(iii) There exists a geometric action of 𝐺 on a non-empty geodesic simply connectedmet-
ric space.

(iv) There exists a geometric faithful action of 𝐺 on a non-empty geodesic simply con-
nectedmetric space.
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